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Non-technical Summary

When most developed economies face declining productivity growth and stable or shrink-

ing working-age populations, only innovation can offer potential for an increase in produc-

tivity and continuing economic growth. Therefore, it is not a surprise that every firm tries

to bring the new groundbreaking technology to the market. And the examples of firms such

as Alphabet, Amazon, Microsoft, Apple, and others show that in this rush for productivity

growth, the one who can offer the most innovative solution wins.

For a long time, location in a large innovative cluster such as Silicon Valley, New York,

or Seattle was considered an almost necessary condition to become an innovation leader. In

clusters, firms can reap the benefits of knowledge spillovers from nearby firms or just from

the knowledge "in the air" (Marshall, 1920). However, it appears that the recipe to locate in

a cluster to grow innovation is not universal. R&D efforts of your peers can not only foster

your innovation via exchanging useful ideas, but also discourage your innovative efforts if

peers in a related product area are likely to win over your customers (Bloom, Schankerman

and Van Reenen, 2013). But what mechanism is defining which force will win - benefits from

peers’ knowledge spillovers or threats from product market competitors? This question was

not yet considered in the literature.

The example of Amazon choosing the second headquarters’ location can shed light on

the possible answer. Looking for the perfect location of its second head office, Amazon

turned down many lucrative offers from local governors offering great financial incentives

in their cities. However, most of the cities that made bids for Amazon did not have a chance

to be elected because they did not fulfill the basic requirements, such as availability of skilled

human capital and sufficient population density. For Amazon, availability of resources that

would boost its innovation potential is of the biggest importance, and these resources are

not just tax incentives. Human capital is the resource that can recognise the value of knowl-

edge spillovers, assimilate them, and implement in own innovation process. We therefore

suggest that firms can benefit from knowledge spillovers and experience threats from prod-

uct market rivals differently depending on the human capital available in the area of their

location.
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We provide empirical evidence on how the sensitivity of firms’ R&D to spillovers gen-

erated by peers and rivals varies depending on the characteristics of local human capital.

We perform a regression analysis and interact technological peers’ and product market ri-

vals’ spillovers with the characteristics of the local human capital in the metropolitan sta-

tistical area (MSA) of firm location. We focus on the effect of value (measured as aver-

age educational attainment and median household income), density, and a potential future

growth in density of human capital as main human capital characteristics. We measure

R&D spillovers from firms’ technological peers (SPILLTECH) and product market rivals

(SPILLSIC) as peers’ and rivals’ accumulated R&D, weighted by their proximity to the anal-

ysed firm, respectively following methods in Bloom, Schankerman and Van Reenen (2013)

and Lucking, Bloom and Van Reenen (2018). And we look at the effects in both locations

(headquarters and inventors).

We find support to our predictions. First, when educational attainment or density of

human capital is higher, more product market rivals’ R&D is associated with a stronger

increase in the firm’s R&D expenditure. Despite that, on average, firms do not show a

corresponding higher R&D output, proxied by the number of patents. Thus, competition

for ideas seems to be higher in such areas and motivates firms to invest more in R&D but

also seems to make patenting harder.

Second, when human capital is both more valuable and dense, both knowledge ex-

change and competition for ideas seem to be stronger. Results show that in dense MSAs

(and MSAs with a higher potential future density increase) which have a more valuable hu-

man capital, higher technological peer’s knowledge spillovers (SPILLTECH) are associated

with a more positive effect on the firm’s number of patents. Meanwhile, higher product

market rivals’ R&D (SPILLSIC) is associated with an increasingly negative effect on the

number of firm’s patents. Thus, the total effect on the innovation output depends on the

relative strength of these two positive and negative effects moderated by the density and

value of human capital at the firm’s location.

To better identify the mechanism driving our results, we carry out multiple tests that

strengthen the importance of learning for the firms’ R&D investment decisions. These tests
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are consistent with the fact that co-located firms can exchange knowledge via learning, shar-

ing, and matching.

The results offer implications for a range of regional growth policies and firm location

decisions. Governments often try to incentivize innovative firms to locate in a specific re-

gion by offering tax incentives and trying to repeat the success of Silicon Valley, Boston, or

Seattle. However, our analysis shows that firms’ location can impact its R&D inputs and

outputs via varying effect on the firm’s ability to capture positive and mitigate negative ef-

fects of other firms’ R&D. Therefore, without considering these effects from relocation or

co-location, the policy directed at attracting all kinds of firms to the area might prove in-

effective if the cost of invested government funds exceeds the benefits of regional growth

or innovation productivity brought by the firm. More generally, our study shows the im-

portance of human capital for the economic activity in a new light. If a growing effort to

replace skilled human labor with more precise and productive automated algorithms (e.g.,

AI) succeeds, the economy risks to lose an important driver of ideas exchange and com-

petition embedded in human capital. Therefore, attracting or maintaining the co-location

of valuable human capital might be an important consideration for innovation and even

competition policies.

Altogether, the study provides an empirical evidence on the indirect effects of human

capital on innovation omitted by the literature so far. Local human capital affects benefits

from knowledge spillovers and threats from competitors’ R&D. The total effect of these

two often opposite effects can determine the output of the firm’s innovation activity. And

this is a novel contribution to the investigation agenda on the factors that impact firms’

innovativeness.



1 Introduction

A common assumption in agglomeration literature is that there exist knowledge spillovers

that facilitate exchange of skills and ideas, adoption of technologies, and economies of scale.

Agglomeration studies find that firms co-locating in urbanised areas are more productive (e.g.,

Marshall, 1920; Rauch, 1991; Ellison, Glaeser and Kerr, 2010) and innovate more (e.g., Au-

dretsch and Feldman, 1996; Carlino, Chatterjee and Hunt, 2007). It was also shown that firms

effectively build innovation on the local pool of knowledge (e.g., Jaffe, Trajtenberg and Hen-

derson, 1993; Agrawal, Cockburn and Rosell, 2010; Arora, Belenzon and Lee, 2018) due to the

existing knowledge “in the air” or due to a more efficient localized ideas exchange. However,

besides positive effects of the knowledge spillovers considered in agglomeration literature,

firms’ innovation can be affected by the product market spillovers resulting from R&D per-

formed by rivals operating in related product markets (Bloom, Schankerman and Van Reenen,

2013; Colino, 2017; Lucking, Bloom and Van Reenen, 2018). While knowledge (or technology)

spillovers increase productivity and value of firms operating in similar technology areas, the

market rivalry effect of R&D has a negative effect on firms’ value due to the potential business

stealing by firms operating in similar product markets. Thus, geographical location as well as

location in technological and product market space can affect firms’ R&D input and output.

This paper sheds new light on the role of innovation spillovers by considering positive ag-

glomeration effect and potentially opposite effects of peers’ and rivals’ R&D efforts on firms’

innovation. These various effects have not been yet considered together in the literature. More

specifically, we suggest that the firm’s geographical location’s characteristics will influence its

ability to internalise R&D spillovers from their technological peers and product market ri-

vals, measured as in Bloom, Schankerman and Van Reenen (2013) and Lucking, Bloom and

Van Reenen (2018).

Understanding of how local characteristics affect firm innovation is important for the poli-

cies aimed at fostering innovation and boosting regional growth. Governments are concerned
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with the possible ways to promote innovation in their area and to create productive clusters

that could repeat the success of Silicon Valley, Boston, or Seattle. They often try to incentivise

innovative firms to locate in a specific region by offering tax incentives which will pay off in

the result of regional growth (Wilson, 2009; Lychagin et al., 2016). However, the policy directed

at attracting all kinds of firms to the area might prove to be ineffective if the cost of invested

government funds exceeds the benefits of regional growth or innovation productivity brought

by the firm. We suggest that depending on location, firms might show various elasticity of

innovative efforts and results to the existing innovation spillovers. In particular, local char-

acteristics, such as the quality of human capital in the area, can allow firms to increase the

positive effect on innovative results due to available knowledge spillovers. At the same time,

local characteristics might not allow the firm to mitigate product market rivalry effects. In this

case, benefits of R&D will accrue largely to competitors and the incentives of the firm to in-

novate in this region will fall. Thus, the decision about which firms should receive incentives

from the government funds and locate in a chosen region should consider both, positive and

negative, spillover effects and their dependency on the local characteristics (i.e., which type

of spillovers will prevail). The same issues are relevant for the firm making decisions about

headquarters’ or research laboratories’ locations, as its ability to benefit from R&D spillovers

will depend on the local characteristics.

In this paper, we analyse value, density, and a potential future growth in density of human

capital as important local characteristics. Human capital is considered a driver of productivity

in the models of economic growth (Lucas, 1988; Romer, 1990) and in the empirical studies of

regional differences in productivity (Rauch, 1991). We perform a regression analysis and in-

clude the interactions of technology and product market spillovers with the characteristics of

the local human capital in the metropolitan statistical area (MSA) of firm location (both head-

quarters and inventor locations) to analyse the effects of interest. We measure human capital

value in the MSA as average educational attainment (e.g., Gennaioli et al., 2013) and median

household income (e.g., Glaeser and Mare, 2001). Density of human capital is measured by the
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population density and by the density of business establishments in the MSA. For the measure

of the potential future growth of the MSA we use the PDI measure proposed by Memarian and

Vergara-Alert (2018).

The analysis of the relationships involving human capital is subject to several endogeneity

issues. The first issue concerns the simultaneity of two effects: changes in regional human cap-

ital affect innovation and innovation influences the flows of human capital to/from the region.

The second issue stems from the possibility that the measures of human capital qualities proxy

for some other regional characteristics related to innovation, for example investment opportu-

nities. To address these issues, we use instrumental variables approach. First, we instrument

contemporaneous human capital characteristics with lagged characteristics. Second, following

the literature we use the presence of universities created during the “land-grant movement”

in nineteenth century (Moretti, 2004) to instrument the value of human capital in the region.

Additionally, we employ housing demand sensitivity calculated by Saiz (2010) to instrument

the value and density of human capital in the area. Finally, we control for other MSA-level

characteristics to test alternative explanations. Final endogeneity issue relates to the possible

common shocks to investment opportunities.Bloom, Schankerman and Van Reenen (2013) use

changes in the firm-specific tax charges of R&D to instrument R&D spillovers. We borrow the

measure of this instrumental variable from Lucking, Bloom and Van Reenen (2018).

If the location characteristics are irrelevant for the firm’s ability to capture spillovers, we

should see the same sensitivity of R&D inputs and outputs to the R&D spillover measures

of otherwise similar firms located in different areas. The results using the firm headquarters’

location show, however, that local human capital does matter for the firm’s innovation. In

particular, higher local educational attainment is associated with a steeper positive effect of

product market spillovers on the firm’s R&D intensity. In other words, effect of the rivals’ R&D

stock on the firm’s R&D effort is stronger in areas with more valuable human capital. In a

subsample of firms located in high-density MSA, we find that a higher human capital value

is associated with a more negative effect of product market spillovers on the firm’s patenting.
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Therefore, firms located in high-density-high-education areas will patent less compared to sim-

ilar firms that have access to the same stock of product market spillovers but located in other

areas. These results are consistent with the patent races effect – higher competition for ideas

can motivate firms to invest more in R&D but can also make patenting harder. Additionally, in

the subsample of firms located in high-density MSAs, a higher educational attainment is asso-

ciated with a more positive effect of technology spillovers on patenting. Thus, such firms will

patent more because they can exploit technology spillovers more effectively. These effects are

robust to using instruments for endogenous MSA-level characteristics and controlling for vari-

ables measuring overall entrepreneurial attractiveness of the area, the presence of a patenting

university, and the existence of non-compete agreements in the MSA.

Results of the analysis using firms’ inventor location show that local human capital charac-

teristics are important for the number of patents in the MSA of the research facilities, but they

do not affect the magnitude of the spillovers impact on firms’ R&D output. This result suggests

the existence of different mechanisms of spillover impact on innovation through the headquar-

ters, where strategic decisions about R&D are made, and through research laboratories, where

scientists implement these decisions and accumulated knowledge.

The identified relationships do not reveal the underlying mechanism in action. However,

based on the robust effect of educational attainment in the MSA on R&D intensity and patent-

ing, learning abilities of the skilled human capital seem to play an important role in determin-

ing firms’ ability to capture innovation spillovers. This is also supported by the findings that

local legislation favouring employees’ freedom to change jobs, as measured by the presence of

non-compete provisions, plays an important role and is associated with a higher R&D invest-

ment and more patenting. Also, the presence of a patenting university in the MSA of the firm’s

research facility is associated with a higher number of patents in the MSA.

We build on two streams of academic literature: literature on the effects of innovation

spillovers and agglomeration literature. We contribute to the literature by documenting that,

due to their geographical location, firms do not have an equal access to the stock of technol-
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ogy (knowledge) spillovers and can experience varying competitive pressures due to varying

effects of existing product market spillovers. Our results show that human capital in the area

of firm location affects the sensitivity of firms’ R&D to innovation spillovers.

The paper is structured as follows: Section 2 gives a short overview of the existing literature

and suggests hypotheses, Section 3 provides description of the data used and explains variables

construction, Section 4 presents an empirical methodology used in the study, analyses and

discusses results, Section 5 concludes.

2 Literature Review and Hypotheses Development

2.1 Related literature

Innovation is an important driver of economic growth, and it is not surprising that aca-

demic literature in Finance, Industrial Organizations, and Strategy analyses affecting it factors.

Extensive literature studies the impact of agglomeration and firms’ co-location on productivity

and innovation. Existing studies, however, have mostly concentrated their attention on posi-

tive effects of co-locating on firms’ productivity and innovation via more effective exchange of

ideas and skills, accelerated adoption of new technologies, and creation of economies of scale.

A separate literature stream analysed the effect of knowledge spillovers and product market

rivalry effect on firm innovation (Bloom, Schankerman and Van Reenen, 2013; Colino, 2017;

Lucking, Bloom and Van Reenen, 2018). These two different types of R&D spillovers were

shown to generate opposite effects on the firm’s innovation. In our research, we combine these

two streams of the literature: studies analysing the effect of firms’ co-location on their produc-

tivity and studies analysing the impact of different types of spillovers resulting from peers’

R&D efforts.

Since the beginning of the 20th century, urban economists have studied the connection be-

tween firm location and economic activity. The review of historical development of this liter-
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ature is available in Ciccone and Hall (1996) who note that earlier studies focused on physical

attributes of location while more recent studies analyse the impact of human capital on firms’

productivity. Overall, agglomeration theory suggests that there are increasing returns to firm

activities resulting from the reduction in transportation and coordination costs of co-located

firms (Ciccone and Hall, 1996).

Lucas (1988) noted that cities are more than a collection of production factors. It would

be cheaper for firms to produce outside cities, but the value of accumulated human capital

holds the city together. Ellison, Glaeser and Kerr (2010) test the three Marshallian theories of

industries’ coagglomeration, predicting that agglomeration occurs because it reduces the costs

of moving goods, people, and ideas, versus the theory of agglomeration due to the existence

of shared natural advantages. The authors find that shared natural advantages are important

for agglomeration of different industries (e.g., coastal area is important for oil refining and ship

construction despite few other relationships between the industries), but that the cumulative

effect of the Marshallian factors is still more important for industries agglomeration on state,

MSA, and county level.

Built on the idea of colocation to save, among other, on ideas exchange costs, an extensive

stream of research analyses the importance of innovators’ geographic proximity for innovation.

Jaffe, Trajtenberg and Henderson (1993) found evidence of localized knowledge spillovers,

meaning that patents are more likely to be cited by new patents from the same state or Standard

Metropolitan Statistical Area (SMSA). Audretsch and Feldman (1996) show that innovative ac-

tivity tends to cluster more in industries where knowledge spillovers are crucial. Agrawal,

Cockburn and Rosell (2010) find that inventors from large firms located in areas with no other

major innovating peers tend to disproportionately cite their own prior patents relative to what

would be expected from the distribution of innovative activity across all inventing firms in

the technology field. However, a recent study by Arora, Belenzon and Lee (2018) contests the

notion that knowledge transmission is localized (invention A is built on earlier local inven-

tion B) by finding evidence that inventors may instead draw from the pool of local knowledge
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rather than a specific local prior invention (invention A is built on a background knowledge

that is also relevant for invention B). To establish this relationship, the authors use citation re-

versals (when citing patent is filed before the patent of the cited invention) and show that, for

both, patents with citation non-reversals and citation reversals, the effect of distance on citation

probability is negative and similar in size.

Not only patenting activity shows localization effect. The effect of local peers on invest-

ment decisions was analysed by Dougal, Parsons and Titman (2015). The authors identify

that for the prediction of changes in the firm’s investment rate, the level of investment ex-

penditures incurred by the firm’s local peers from different industries is as important as the

investment expenditures of the firm’s non-local industry counterparts.The authors also show

that the role of local peers’ investment for the prediction of a given firm’s investment is espe-

cially pronounced in more growing areas (i.e., in areas with above-median wage per capita and

population growth).

Research also finds that firms and inventors located in areas allowing for more effective ex-

change of ideas are expected to produce better outcomes. For example, Glaeser and Mare (2001)

suggest that employment in dense urban areas, where ideas and skills are likely to spread, in-

creases workers’ productivity. Carlino, Chatterjee and Hunt (2007) reach a similar conclusion

finding a statistically significant positive relationship between patenting intensity and employ-

ment density in highly urbanized MSAs. Knudsen et al. (2008) analyse the relationship between

innovation output (number of utility patents) and the density of creative communities in the

area. The study identifies that the areas with a higher density of creative communities have

a higher patenting activity, showing the importance of interaction of scientific and creative

workers.

Literature proposes various mechanisms responsible for the identified spillover effects. Glaeser

and Mare (2001) and Carlino, Chatterjee and Hunt (2007) suggest that geographic proximity

created by density facilitates information exchange among workers and firms. Knudsen et al.

(2008) suggest that exchange of ideas is likely to occur because creative communities build

7



spaces where they generate new and different ideas, and these spaces in turn attract techno-

logical innovators and help them to find new ideas. Dougal, Parsons and Titman (2015) em-

phasise the importance of top management communication in shaping the firm’s investment

strategy (peer effects on innovation are identified at firm headquarters’ locations). Similarly,

Fracassi and Tate (2012) find similar investment patterns of firms that share board members.

The idea of interpersonal exchange of skills and ideas is also fundamental in Glaeser, Ponzetto

and Zou (2016) modelling costs and benefits of dense cities and urban networks. Almeida

and Kogut (1999) suggested that the flow of knowledge is driven by the local labour markets

for patent-holders. The authors tracked careers of individual engineers and identified that a

stronger presence of externalities in the Silicon Valley is explained by the movement of indi-

vidual patent holders between firms within the region. One of the studies getting closer to the

discovery of the mechanism of knowledge exchange is a recent paper by Chai and Freeman

(2019) analysing the effect of temporary co-location of scientists at the conferences. The au-

thors find that conferences increase subsequent collaborations for the attendees who did not

have prior within-conference collaborations, compared to the control group of researchers not

participating in the conference. The mechanism responsible for this result is matching, meaning

that geographic proximity can reduce the effort and cost to search for potential collaborators.

In this paper, we combine ideas from previously described research with a separate stream

of literature that challenged the common assumption that there is just one kind of spillovers,

usually technological spillovers. In particular, Bloom, Schankerman and Van Reenen (2013)

distinguish between technology spillovers and the product market rivalry effect of R&D. The

authors showed that while technology spillovers can increase productivity of firms in similar

technology space, product market spillovers would decrease firm value due to market stealing

effect. Lychagin et al. (2016) use a similar empirical methodology and measure geographical

spillovers, thus pointing out that not only the proximity in technological and product space

among firms, but also the proximity in physical space determines whether a firm will benefit

from innovative efforts of other firms. Anton et al. (2018) extend the analysis of technology
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and product market spillovers analysing their interaction with firms’ common ownership. The

authors find a positive relationship between common ownership and innovation when techno-

logical spillovers are high relative to product market spillovers. Colino (2017) adds the measure

of dynamic spillovers reflecting cumulative knowledge proximity and based on the patent ci-

tations network. This measure accounts for the fact that past R&D may create future spillovers,

not only contemporaneous ones. The author finds that dynamic spillovers are complemen-

tary to more static spillovers identified by Bloom, Schankerman and Van Reenen (2013) and

are particularly important in industries with complex products built from multiple separately

patentable elements.

Overall, theoretical literature and empirical evidence on agglomeration suggests that co-

location helps firms to save on costs of transporting goods, people, and ideas, and increases

workers’ and firms’ productivity as a result. It also supports the idea of existing local knowl-

edge pool “in the air” (Marshall, 1920) that firms can benefit from. However, as also pointed out

in the literature review chapter by Carlino and Kerr (2015), the exact mechanism of knowledge

exchange in the result of co-location is not clearly identified in the literature. But the idea that

geographic proximity facilitates the exchange of tacit knowledge via purposeful and accidental

interactions among individuals proposed by Marshall (1920) is still underlying in much of the

agglomeration literature. The literature advanced by Bloom, Schankerman and Van Reenen

(2013), however, cautions that the information exchange in the result of R&D can lead to the

benefits for the firm in the form of a higher productivity, as well as can be to the detriment of

its innovation due to potential product market stealing.

2.2 Hypotheses

The two types of spillovers, in Bloom, Schankerman and Van Reenen (2013)’s formulation,

are equally accessible to everyone operating in similar technology and product market spaces,

and their effect can only decrease with distance from other firms (i.e., in Bloom, Schankerman

and Van Reenen (2013) distance is significant for technology spillovers but not product market
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spillovers). On the contrary, a long history of agglomeration literature provides a substantial

theoretical and empirical evidence on the significant effect of local human capital qualities

on productivity and innovation of firms. Therefore, depending on these qualities, firms are

likely to capture benefits and mitigate rivalry threats resulting from spillovers differently. If

the characteristics of human capital in the area did not affect the ability of firms to internalise

spillovers, we would see the same sensitivity of R&D inputs and outputs to the R&D spillovers

of otherwise similar firms located in different areas.

Supporting this view, Moretti (2004a) finds that the productivity of plants located in cities

experiencing a larger increase in human capital outside the firm is rising compared to the pro-

ductivity of plants located in cities where human capital does not change. This finding presents

an empirical support to the predictions of the general equilibrium model is which the share of

educated workers in the city generates positive human capital spillovers and increases pro-

ductivity of all plants in the city. Empirical research also shows that with the increase in urban

density, the number of patents per capita (Carlino, Chatterjee and Hunt, 2007; Knudsen et al.,

2008) and overall workers’ productivity (e.g., Glaeser and Mare, 2001) increase. Moreover, in

dense areas skills are accumulated faster (Glaeser and Mare, 2001) due to a higher chance of

face-to-face interaction and switching jobs.

Substantial theoretical literature on human capital-based growth models advanced the idea

that human capital is the basis for the understanding of existing knowledge and transferring it

to others. Lucas (1988)’s model of endogenous growth emphasized the role of human capital in

economic growth due to the fact that skilled workers are better able to receive knowledge from

others. The ability of firms to recognise the value of knowledge, assimilate it, and implement

it in business was named absorptive capacity by Cohen and Levinthal (1990). The authors

showed that absorptive capacity is necessary for the innovation process. Therefore, we suggest

that areas with a higher quality and density of human capital not just increase the productivity

of firms’ innovation activities, they change the sensitivity of the firms’ innovation towards the

available spillovers due to a higher ability to internalise available knowledge.
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The relationships between technology and product market spillovers and innovation are

modeled by Bloom, Schankerman and Van Reenen (2013). The idea behind the spillovers is

that R&D efforts of firms cannot be perfectly appropriated and thus benefit other firms. For

each of two types of innovation spillovers, the model generates two important predictions

that are relevant for our analysis. First, technology (or knowledge) spillovers are expected to

increase innovation productivity of other firms operating in the same technology space. Bloom,

Schankerman and Van Reenen (2013) show that R&D by technologically similar firms increases

the total factor productivity of a given firm and its stock of knowledge and thus patenting,

given the R&D expense. Second, based on the theory, the effect of technology spillover on

R&D expense is ambiguous because it depends on how much spillovers affect the marginal

product of R&D, which is not known ex ante. Firms will increase (decrease) R&D spending

if their technological peers’ knowledge is complementary (a substitute). Lucking, Bloom and

Van Reenen (2018) find a positive relationship between technology spillovers available to the

firm and its R&D expenses before 1990 but negative relationship most of the time after that.

They interpret this finding as a decreased over time strategic complementarity between the

research efforts of technologically similar firms.

In sum, technology spillovers create a pool of knowledge created by technological peers

that firms can benefit from and two similar firms having access to equal technology spillovers

can, potentially, equally benefit from them. However, because as shown above, the ability of

workers to absorb existing knowledge and understand new is higher when the human capital

level and density are higher, firms in more educated and dense areas will be able to internalise

these positive externalities of peers’ R&D better. We suggest that in areas with a more valuable

(more dense) human capital the positive effect of technology spillovers on knowledge stock

measured by patents will be higher, for the given level of R&D expenses.

H1: In areas with a higher value of human capital (higher density of human capital) the positive

relationship between patenting and technological spillovers will be larger.

In turn, we suggest that in the areas with a more valuable (more dense human capital),
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due to a higher ability of employees to assimilate and implement new knowledge, the positive

(negative) effect of technology spillovers on R&D expense will be greater (lower) when R&D

of technological peers shows strategic complementarity (substitutability).

H2: In areas with a higher value of human capital (higher density of human capital) the positive

(negative) relationship between R&D effort and technological spillovers will be larger (smaller).

The second spillover effect identified by Bloom, Schankerman and Van Reenen (2013), prod-

uct market rivalry effect of R&D, has a negative effect on a firm’s value due to business steal-

ing. Theoretically, R&D by product market competitors (excluding any effects of technological

similarity of rivals) does not affect the firm’s knowledge production and therefore patenting

activity. However, this theoretical prediction will not hold, if patents are costly and the deci-

sion to patent is endogenously taken by the firm considering this cost (Bloom, Schankerman

and Van Reenen, 2013). In this case, firms will patent more (less) if the knowledge of rivals is a

strategic complement (substitute) to its own knowledge. Bloom, Schankerman and Van Reenen

(2013) found no statistically significant relationship between product market spillovers and the

citation-weighted number of patents in their study of 1981-2001 period. At the same time,

Lucking, Bloom and Van Reenen (2018) find a negative relationship between the variables after

2000 as the evidence that competitors’ R&D decreases the marginal benefit from R&D effort of

a given firm, and this firm’s propensity to patent decreases.

High product market spillovers increase the firm’s risk of market stealing – when com-

petitors innovate more, there is a higher chance that they patent the product first and obtain

monopoly rights and corresponding rents from this invention. When firms are located in ar-

eas with a higher value of human capital or its higher density, the ideas exchange is likely

to increase, because in such areas, the pool of available knowledge is larger, and inventors

have a higher chance of face-to-face interaction and switching jobs (Almeida and Kogut, 1999).

Combined with the availability of significant R&D stock created by product market rivals, the

threats to the competitive position of the firm are likely to increase, as well as the opportunities

to mitigate them. In his model, Romer (1990) explained that it is unlikely that firms will under-
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take R&D expenses if they cannot capture its result. Thus, the owner of knowledge will protect

the invention via patenting or trade secrets. Therefore, in order to protect firms’ ideas and gain

the market share, we suggest that firms will attempt to patent more.

H3: In areas with a higher value of human capital (higher density of human capital) the positive

(negative) relationship between patenting and product market spillovers will be larger (smaller).

According to Bloom, Schankerman and Van Reenen (2013), if there is strategic substitution

between rivals’ R&D efforts, high spillovers will be negatively related to R&D expenses of a

given firm. Strategic complementarity of R&D spending by the firm’s product market rivals

results in a positive effect of rivals’ R&D on firms’ own R&D expense; this effect is explained

by patent race models. The enhanced competition increasing the stakes for the competing

firms may motivate greater investment of resources in innovation (e.g., Loury, 1979)1. Lucking,

Bloom and Van Reenen (2018) find a negative relationship between product market spillovers

and R&D expenses before 1990 and a positive relationship after that, suggesting that the strate-

gic complementarity of rivals’ R&D efforts increased over time. Therefore, we suggest that

firms will increase their R&D expenses when the firm locates in the area with valuable and

concentrated human capital in response to product market threats. Based on the patent races

idea, when there is a higher risk of losing market to innovative competitors, firms will try to

patent more and therefore will increase R&D expenses.

H4: In areas with a higher value of human capital (higher density of human capital) the positive

(negative) relationship between R&D effort and product market spillovers will be larger (smaller).

The exact mechanism allowing firms surrounded by high-quality human capital and lo-

cated in dense areas increase their productivity is still debated. Duranton and Puga (2004)

and Carlino and Kerr (2015) explain three possible mechanisms leading to the change in firms’

productivity and innovation output in the result of agglomeration – learning2, sharing, and

1Alternative explanation for the positive relationship of own and rivals’ R&D expenses is the common shock
to investment opportunities (Bloom, Schankerman and Van Reenen, 2013).

2Called knowledge spillovers in Carlino and Kerr (2015). We call it following Duranton and Puga (2004) in order
to avoid confusion with the measure of technology spillovers (also called knowledge spillovers) from Bloom,
Schankerman and Van Reenen (2013).
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matching. Learning mechanism relates to the ability of geographically concentrated individu-

als to exchange knowledge more effectively. Literature relying on this mechanism has mostly

focused on the passive exchange of knowledge from close proximity of innovators without

elaborating specific mechanisms of knowledge exchange (Carlino and Kerr, 2015). Sharing

mechanism is responsible for the economies of scale in the result of sharing locally available

specialised inputs of production. Sharing is likely to relate to the human capital qualities to the

extent that availability of high-quality human capital can be correlated with the availability of

local amenities generating higher returns on scale due to cheaper inputs or easier access to the

necessary services or specialists (e.g., venture capital financiers, patent attorneys, advertising

agencies can be considered such shared inputs). Matching mechanism is responsible for a bet-

ter match of firms and employees and occurs due to a more active labour market. The process

of matching, however, involves two opposite effects: while the availability of a larger pool of

workers increases the chance of a more productive match, there is also a higher competition for

the productive workers and the risk of losing a valuable employee.

Prior literature found it challenging to disentangle the mechanisms behind the agglomera-

tion effects on firms’ innovation (e.g., see review of literature by Audretsch and Feldman (2004)

and Carlino and Kerr (2015)). Nevertheless, in our empirical tests discussed in additional tests

we control for some of the effects that give a hint on the existing mechanisms. We control for the

overall level of the area’s economic activity, measured as in Glaeser and Hausman (2020) using

the number of business establishments’ growth rate. Another control we use is the presence in

the area of an actively patenting university to control for the presence of another important user

and generator of knowledge other than local human capital. Carlino and Kerr (2015) state that

the presence of universities is different from the effect of education and skills discussed above

and can be considered a specific natural advantage around which innovative clusters are likely

to form. Lastly, we control for the presence of non-compete provisions in the state of the firm’s

MSA to check whether a legislative mechanism allowing for more employees’ freedom in the

choice of workplace explains the identified effects. Instrumental variables approach also sheds
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light on the existence of the mechanisms we are hypothesising about and is described in Section

4.

3 Data and Variables Construction

3.1 Firm-level data

Firm-level data is obtained from Compustat/CRSP merged dataset. We drop firms with

negative and/or missing values on sales and total assets in Compustat, as well as firms from

financial services (SIC codes between 6000 and 6999) and utilities (SIC codes between 4900 and

4999) sectors. All accounting variables in Compustat and ratios computed using Compustat

data were winsorized at 1% level. For the purpose of the analysis, we identify firm location

based on zip code or state of the company’s corporate headquarters or home office available

in Compustat (ADDZIP and STATE3 variables). Corporate headquarters is a principal centre

of decision-making for major corporate decisions, including capital investments and R&D. For

example, Dougal, Parsons and Titman (2015) identified peer effects on investment at firms

headquarter locations and emphasised the importance of top management communication in

shaping the firm’s investment strategy. We consider firms headquarter location to be a suitable

basis for the analysis of firms’ innovation activities. However, we perform additional tests

using firms’ research centres’ location in Section 3.4.2.

3.2 Innovation

Firms’ innovation activity is measured by two sets of variables capturing inputs and out-

puts of innovation. The input is measured as the logarithm of one plus R&D expenses scaled

3STATE variable in Compustat shows the abbreviation of the state where headquarters of the firm
are located. It is different from variable INCORP that for US firms shows the state of incorpora-
tion. While most firms in our sample are incorporated in Delaware (INCORP variable), very few ob-
servations have their headquarters there (ADDZIP and STATE). For example, Intel Corp. is incorpo-
rated in Delaware but has its “principal executive offices” in California, as shown in the 10-K report:
https://www.sec.gov/Archives/edgar/data/50863/000005086316000105/a10kdocument12262015q4.htm.
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by Sales from Compustat (L(RD/Sales)) and as a logarithm of R&D expenses deflated by the

Consumer Price Index (CPI) (L(RD)). XRD variable containing information on R&D expenses

in Compustat has many missing values, thus, to address the issue of possible incorrect and

missing data, all negative values of R&D expense in Compustat are replaced by zero and miss-

ing values are replaced by zero if the firm had non-missing R&D expenses at least in one year

in Compustat.

Output of firms’ innovation is measured by the firms’ patenting activity, as it is a standard

practice in the literature (e.g., Aghion and Jaravel, 2015; Kogan et al., 2017; Brav et al., 2018).

Three measures of patenting activity that we use are borrowed from Kogan et al. (2017). The

first measure, L(Tcw), is the logarithm of one plus citation-weighted patent count, a widely

used measure of innovation output in the literature. The second measure, L(Tsm), is the log-

arithm of one plus the total dollar value of innovation produced by a given firm in a given

year, calculated based on stock market value of patents. L(fNpats) is the logarithm of one plus

unweighted count of patents granted to the firm in a given year. We employ three differ-

ent measures of patenting activity to capture three different dimensions of innovation output.

Unweighted patent count (L(fNpats)) reflects the quantity, while two other measures reflect the

quality of invention: scientific value of produced patents (L(Tcw)) and a private economic value

of patents reflecting the potential to its commercialization and rent extraction (L(Tsm)) (Kogan

et al., 2017).

The key explanatory variables include the measures of R&D spillovers from Lucking, Bloom

and Van Reenen (2018) and MSA’s socio-economic characteristics from U.S. Census Bureau

described below. R&D spillovers from Lucking, Bloom and Van Reenen (2018) is an updated

measurement of spillovers from Bloom, Schankerman and Van Reenen (2013)4. The authors

measure two conceptually different spillover effects resulting from R&D efforts of firms. First

variable, SPILLTECH, measures the pool of technology spillovers available to a given firm as

4We borrow the updated technological and product market spillover measures from Nicholas Bloom’s website:
https://nbloom.people.stanford.edu/research.
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the stock of R&D of all firms interacting with the analysed firm in technology space, weighted

by the measure of technological proximity between firms proposed by Jaffe (1986). Second

variable, SPILLSIC, measures the pool of product market spillovers as the stock of R&D of all

firms interacting with the analysed firm in product market space, weighted by the measure of

product market proximity between firms. The latter measure acts as a proxy for the market

stealing effect by competitors with which the firm interacts in the same SIC industries.

We use a range of firm–level controls that include standard variables influencing the firm’s

innovation efforts and results. Firm size, log(MV), is measured as a logarithm of the firm’s mar-

ket value deflated using the CPI; market value in turn is a sum of market value of the firm’s

equity (PRCC_F*CSHO) and book value of its debt (LT – TXDITC + max(PSTKL, PSTKRV,

PSTK)). Capital-labour ratio, K/L, is measured as a logarithm of 1 + ratio of firm’s net capital

assets (PPENT) to the number of employees (EMP). Firm’s age, log(Age), is measured as a log-

arithm of 1 + the number of years since the firm appeared in Compustat. Bleverage is the ratio

of the book value of debt to the market value of the firm’s assets calculated as above. Asset

growth rate, Atgrow, is the change in the book value of assets (AT) between current and lagged

values divided by the lagged value of assets. Hiring rate is the relative change in the number

of employees between periods. Profitability measured by ROA is the earnings before interest

and taxes (EBIT) divided by the book value of total assets. Tobin’s q is the market value of the

firm divided by the book value of assets. Log(HHI) is a logarithm of the Herfindahl-Hirschman

Index of market concentration defined as the sum of the squares of the firms’ market shares;

market shares are computed using sales deflated by the CPI at the 4-digit SIC industry-level.

In additional tests, we use a non-weighted patent count obtained from an updated patent

data available up 2018 on the USPTO Patentsview website5. This data is not merged with any

common identifier of databases containing firms’ financial information and used in research.

Thus, we undertake a challenge to merge these data with Compustat’s GVKEY by name. We

edit companies’ names in each database to bring them to low case, remove punctuation, special

5USPTO Patentsview: http://www.patentsview.org/download/.

17



symbols, and common words (e.g., “incorporated”, “limited”, “company”, “co”, etc.) and use

Stata’s matchit algorithm to obtain the closest name match from Compustat for each name of

the patent assignee in the patent database. We only keep matches that have a sufficiently high

name similarity score to avoid false matches (minimum score that we allowed is 0.85, we keep

a few observations with lower scores adding additional controls for names similarity, such

observations are normally misspellings). Then, we counted all patents of all assignees that

matched with each Compustat firm. We compared our count with the patent count data from

Kogan et al. (2017) and identified firms for which our count differs significantly from their

data. For top 70 such firms ranked on the total number of patents we performed a manual

match, searching for the Compustat name in the patent data and assigning GVKEY manually.

We concentrated on large firms because those are the ones that usually have many research

divisions or subsidiaries with names that may significantly differ from the name of the parent

firm.

Based on this newly merged patent data, we created a dataset that contains the patent count

in each of the firm’s research facility’s MSA. To construct these data, for each patent we iden-

tified the location from where the majority of the inventors listed in the patent comes from6.

When the patent was created by the equal number of scientists from two or more MSAs, we

take the location of the scientist with the highest sequence on the patent, assuming that a higher

listed inventor is a more important contributor to the patent7.

3.3 Local human capital characteristics

We test the effect of interaction of technology and product market spillovers with the hu-

man capital characteristics at firms’ location using data on socio-economic characteristics of

metropolitan areas from the United States Census Bureau and the measure of the potential

6Patent location data only contains the city and state, or the coordinates of the inventor. We linked the inven-
tor’s location city with a city-zipcode crosswalk by city name and its state. Via zipcode we linked the city to the
corresponding CBSA. Zipcode-CBSA link is also described in the next subsection.

7We however note that it is not always the case that the primary inventor is the most important contributor,
since the order may be simply alphabetical.
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density increase (PDI) from Memarian and Vergara-Alert (2018). Using Census-based vari-

ables, we attempt to measure the value and density of the human capital available in the area

and thus their productivity and the propensity to exchange ideas and skills. PDI measures

the expected further construction development of the metropolitan area, and consequently, a

potential for human capital growth.

Census data is obtained using the Census Factfinder website. We download these data

selecting core-based statistical areas (CBSA) geographical category. CBSA data includes data on

metropolitan statistical areas (MSA) and micropolitan areas. For the current analysis, we keep

data only at the MSA level. To aid the interpretation of results in regressions with interactions,

we demean the MSA-level measures of local human capital characteristics.

We measure educational attainment (Bachelor_perc) as the ratio of population with bach-

elor’s or higher degree (masters, professional degree, and doctoral degree) to the total pop-

ulation at least 25 years old. The second measure of the human capital value that we use

is income level, which is calculated as a logarithm of median household income in the MSA

(Log(Med_inc))8. Population density (Log(Density)) is measured as the logarithm of annual

MSA’s population estimate divided by the MSA land area in square miles. Data on the MSA

land area is available only in 2010, so the change in population density, as we calculate it, re-

flects the change of population size. Because the MSA land area is not available on annual

basis, Knudsen et al. (2008) construct it aggregating land areas of smaller geographical units

into corresponding MSAs. However, they notice that the MSA land area changes little over

time and their measure of population density reflects the population growth. Therefore, we

believe, our population density measure calculated using a constant land area in 2010 will not

generate significant bias. Log(Bus_density), the second measure of density, is the ratio of the

number of business establishments in the MSA divided by the MSA land area.

8Gentrification literature (e.g., Brummet and Reed, 2018) uses additional measures of local area quality:
poverty rate (proxy for neighbourhood amenities – exposure to public goods, e.g. safety and school quality),
commute distance and employment (characterises nearby work opportunities), change in rent and house values
(e.g., when successful firms attract new employees and drive house prices up).

19



The measure of the PDI was developed by Memarian and Vergara-Alert (2018). It quantifies

the amount of land with considerable opportunities for further fast construction growth. The

measure is based on the idea that available lands in developed and relatively dense urban

areas have more opportunities for fast construction growth due to the existing infrastructure

and services. Classification of the MSA areas by the potential for further development was

conducted by authors using Google Maps images and a computer script that assigned lands

into categories based on the maps’ colour codes. PDI measure is calculated as the ratio of size

(in square meters) of land that can quickly increase its density (developed land) to the total size

of land available for construction (the sum of developed and less developed lands which are

expected to grow its density more slowly).

3.4 Sample Overview

We matched zip codes from Compustat with the core-based statistical areas (CBSA) codes

from Census via CBSA-zip code crosswalk files provided by the Office of Policy Development

and Research9. For several CBSA codes existing in Census but not in the crosswalk files, we

used web scrapping to obtain the missing zip codes. We also used CBSA names to match

Compustat and Census data with the PDI measure. We keep only observations that have nec-

essary Compustat data, spillovers data, and at least one of the analysed MSA characteristics

matched via company zip code. The period of analysis differs between the regressions due to

varying data availability. We analyse the impact of Census-based human capital characteris-

tic interacted with spillover measures on innovation inputs for the period 2005-2015 and have

4,812 observations, and the impact of PDI – for 2010-2015 with 1,969 observations. PDI was esti-

mated in Memarian and Vergara-Alert (2018) for 2010 and, by its logic, this is a forward-looking

measure. Therefore, we use PDI only in the analysis of investment inputs measured by R&D

9Due to differences in geographical and administrative classifications of territories, crosswalk files sometimes
assign one zip code to a few (usually two) different CBSAs. These files also report the proportion of businesses
with a given zip code registered in a given CBSA. To avoid duplicated data, we only keep one CBSA with the
largest proportion of businesses having a given zip code from all businesses with this zip code. Therefore, a small
proportion of firms registered in the other CBSA but with the same zip code will be classified to a nearby CBSA.
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expenses available in Compustat after 2010. However, because the patent data matched with

CRSP identifiers from Kogan et al. (2017) is available up to 2010, only Census-based measures

(and not PDI) can be used for the analysis of innovation output in 2005-2010 period with 1,862

observations. An additional analysis uses our originally matched patent data for the period

from 2005 to 2015 and includes all explanatory variables of interest.

4 Empirical Tests

4.1 Baseline Empirical Methodology

The baseline tests examine the relationship between human capital characteristics in the

region of firm location, technological and product market spillovers, and the innovation inputs

and outputs of the firms. We estimate the following baseline regression model:

Innovationit = β1MSAcharit + β2SPILLTECHit + β3SPILLSICit

+ β4MSAchar*SPILLTECHit + β5MSAchar*SPILLSICit + β6X + Λ + εit

(1)

In the equation, i is the index of the firm and t is the index of time. Dependent variable

Innovationi,t takes the form of each of the five variables measuring innovation inputs and out-

puts: L(RD/Sales)it, L(RD)it, L( f Npats)it, L(Tcw)it, L(Tsm)it. MSAcharit is the regional at-

tribute of interest: proportion of population with at least a bachelor’s degree, logarithm of

median income, density, or PDI. X is a vector of firm-level controls, Λ represents fixed effects,

εit is a random error.

In all regressions we include year and industry fixed effects to account for an economy-wide

time trend and time-invariant differences across industries. We control for a wide set of firm-

level characteristics described in Section 3 to minimize the chance that the identified effects are

driven by omitted variables. In addition to nine controls included in all regressions, a lagged
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R&D scaled by sales is included in the regressions where the number of patents is a dependent

variable. Because regions across the U.S. states vary significantly (MSAs within Arkansas are

significantly different from MSAs within New York state), in a separate set of regressions we

also include U.S. state fixed effects to exploit variation characteristics of MSAs located in the

same state. Standard errors in all regressions are clustered at the MSA level.

Table 1 presents the summary statistics and description of variables used in the analysis. As

mentioned above, the number of observations differs due to the availability of data. Therefore,

our sample for analysis of innovation inputs differs from the sample used for the analysis of

innovation outputs – the former covers a twice longer period. Panel A of Table 1 shows firms’

characteristics. We can see from the table that the sample of firms is rather heterogeneous in

terms of size and is skewed to the right – median firm market value is 0.85 billion USD, while

the average is 9.71 billion USD, meaning there are many small and a few very large firms in the

sample. We use logarithms of monetary values and some ratios to limit the effect of outliers.

Beforehand, we winsorize Compustat accounting data and ratios at 1%.

Table 1 Panel B shows summary statistics for the MSA data used in the analysis. Average

MSA has population of nearly 2 million people, the proportion of population with bachelor’s

or higher degree of 30%, average annual (deflated by CPI) income of 38 thousand USD, and

population density of 529 people per square mile. Panel B of Table A2 in Appendix presents

the descriptive statistics for all MSA in the United States for which there is information on

variables we are analysing. The same indicators as above for the average MSA in the United

States: population is 0.7 million people, the proportion of population with at least bachelor’s

degree is 26%, average income is 34 thousand USD, and population density is 286 people per

square mile. Based on comparison of the two tables, in our analysis we are considering larger

and wealthier MSAs than the average across the United States.
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4.2 Baseline Results

We first report and interpret results from the regressions analysing the relationship between

human capital value, R&D spillovers, and firms’ innovation inputs and outputs. Then we

describe results of regressions with human capital density and PDI and their interaction with

R&D spillovers as the main independent variables of interest. We conclude the analysis looking

at the joint effect of density and human capital value rerunning regressions on two subsamples

obtained from partitioning the main sample by the median density.

4.3 Human capital value and spillovers

Table 2 presents results for regressions where independent variables of interest are Bache-

lor_perc and log(Med_inc). We first include each of the two variables in the regression along with

log(SPILLTECH) and log(SPILLSIC) without interactions. If the variable measuring a local hu-

man capital characteristic is significant, we add the interactions of this variable with spillover

measures. We do not report regressions with interactions if the corresponding variable mea-

suring a human capital characteristic is insignificant in the regression without interactions.

Table 2 shows that in the regression with L(RD/Sales) independent variables Bachelor_perc

and log(Med_inc) are both significant and have positive coefficients (columns (1) and (7)). Thus,

with the increase in Bachelor_perc and log(Med_inc), R&D intensity is increasing on average.

These independent variables are insignificant in the rest of the regressions with the three mea-

sures of patenting activity and a logarithm of R&D expenses L(RD) as dependent variables.

Thus, we report the regression with interactions only for L(RD/Sales) in columns (2) and (8).

In equation (2) of Table 2, both interaction effects are statistically significant. The coefficient

at Bachelor_perc ceases being significant. This coefficient represents the relationship between

educational attainment and R&D intensity when R&D spillovers equal zero, a point which lies

outside the empirical distribution of spillover measures in our sample. Therefore, we are not

interpreting this coefficient. We can see from equation (2) of Table 2 that the coefficient at the
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measure of technology spillovers at the mean level of educational attainment (zero value of

the demeaned Bachelor_perc variable) is significant and equals 0.019, meaning that the increase

in SPILLTECH by 1% increases R&D intensity of the firm by 0.02% when educational attain-

ment is at the average level. Our measure of SPILLTECH differs from the original measure of

R&D stock in Bloom, Schankerman and Van Reenen (2013) by the factor of 100 (we divide the

original measure by 100 before taking a logarithm). Therefore, to interpret the result using the

measure of R&D stock as in Bloom, Schankerman and Van Reenen (2013), we must multiply

the result by 100. Therefore, the increase of 1% in the R&D stock produced by technological

peers that the given firm can build on is associated approximately with 2% increase in the ratio

of R&D-to-sales. However, as column (2) shows, when educational attainment increases by 10

percentage points, the positive effect of technology spillovers on R&D intensity decreases. So,

holding other variables constant, the increase of 1% in the R&D stock produced by technolog-

ical peers where educational attainment in the area is 10 percentage points above the mean,

is associated approximately with 1% increase in the ratio of R&D-to-sales. Thus, the positive

association between technology spillovers and R&D-to-sales ratio will be smaller in areas with

a more valuable human capital and larger in areas with a less valuable human capital. This

result is contradictory to the proposed relationship in H2.

At the same time, the interaction of Bachelor_perc and log(SPILLSIC) is positive and signif-

icant, but the coefficient at log(SPILLSIC) without interaction is insignificant. Thus, the effect

of increasing the R&D stock by product market rivals on R&D intensity is increasing with

educational attainment (effect would become larger if the individual effect of log(SPILLSIC)

was positive and statistically significant and would become smaller if the individual effect of

log(SPILLSIC) was negative and statistically significant). Because the coefficient at log(SPILLSIC)

is not significant, we cannot say if the overall effect of product market spillovers on R&D in-

tensity is positive or negative. This result supports H4 hypothesis.

Column (8) of Table 2 shows that the interaction effect of log(Med_inc) and log(SPILLTECH)

is insignificant. The interaction of log(Med_inc) and log(SPILLSIC) is significant and positive,
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while the individual effect log(SPILLSIC) is insignificant. The interpretation is similar to the

one of the results from column (2) discussed above.

Figure A1 also illustrates how the effect of log(SPILLTECH) and log(SPILLSIC) on the depen-

dent variables differs at various levels of educational attainment and income in the MSA. For

example, Graphs E and F show that there is no significant variation in the effects of log(SPILLTECH)

and log(SPILLSIC) in patent regressions depending on Bachelor_perc and log(Med_inc).

In sum, local human capital value significantly relates to R&D intensity but not R&D level

or output. R&D intensity has a positive association with the stock of technology spillovers, but

this association is decreasing with the growth in educational attainment. The effect of product

market spillovers on R&D intensity becomes more positive with the growth of education, but

the overall sign of the relationship between R&D intensity and product market spillovers could

not be identified. Thus, we find some support of hypothesis H4 and a result contradicting our

prediction in H2. Results are discussed in Section 4.6.

4.4 Human capital density and spillovers

Table 3 shows the results of regressing the five dependent variables on the density charac-

teristics of the MSA (i.e., population density log(Density) and business density log(Bus _density).

Density characteristics have a statistically significant positive relationship with the logarithm

of R&D expenses, L(RD) (columns (2) and (8)). Thus, with the increase in population and busi-

ness density in the area, firms tend to spend more on R&D in absolute amount. We can also

observe this effect in Table A3 of Appendix where we present descriptive statistics for two sub-

samples obtained by partitioning the whole sample by median population density. In the two

subsamples, firms are similar for all characteristics except for average size and R&D spending.

In the high-density subsample, the average firm invests 40% more in R&D.

Table 3 shows that log(SPILLTECH) has a positive significant relationship with the depen-

dent variables, but the interaction with density measures is insignificant (columns (3) and

(9)). Thus, density level does not significantly affect the positive relationship between tech-
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nology spillovers and the measures of innovation. At the same time, the interaction of den-

sity and log(SPILLSIC) is positive and significant, while the coefficient of individual effect of

log(SPILLSIC) is insignificant. Thus, the effect of increasing the R&D stock by product mar-

ket rivals on R&D expense level is increasing with density (effect would become larger if the

individual effect of log(SPILLSIC) was positive and statistically significant and would become

smaller in magnitude if the individual effect of log(SPILLSIC) was negative and statistically

significant). Again, this is consistent with H4.

Graphs A and B in Figure A2 also present the predictive margins analysis based on the

regressions in columns (3) and (9). Graphs C and D show an example of the marginal effects

of spillovers for various levels of density in regressions where dependent variables are the

number of patents (columns (5) and (11), for example) – density does not affect significantly

the association between spillover measures and innovation output.

Table 4 presents the result of testing the association between the potential density growth of

the area measured by PDI, R&D spillovers, and innovation inputs. As mentioned before, due to

the lack of innovation output data for the period after 2010 but the availability of PDI measure

only in 2010, we cannot test the association between PDI and patenting activity of firms (since

PDI is a forward-looking measure, it could be used to analyse patents only for 2010 with few

observations). PDI is insignificant in both regressions of innovation inputs, therefore, we do

not present regressions with interactions.

To shortly summarize this subsection, density relates to the level of R&D expenses but not

to R&D intensity or innovation output. Density does not affect the positive association between

R&D expenses and the stock of technology spillovers. The effect of product market spillovers

on R&D expenses becomes more positive with higher density, but the sign of the relationship

between R&D expenses and product market spillovers could not be identified. Thus, we only

find some empirical support to H4.
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4.5 Human capital value, density, and spillovers

Table 5 shows regression results based on the sample partitioning by the median population

density. Results in columns (2) and (3), regressions in low-density subsample with L(RD/Sales)

dependent variable, are qualitatively similar to the ones we obtained in Table 2. However, in

contrast to Table 2, the effect of log(SPILLSIC) on R&D intensity, when education is at the mean,

is significant and positive. With the increase of Bachelor_perc, this positive effect is increasing;

but when Bachelor_perc decreases by 10 percentage points, the total effect of log(SPILLSIC)

on R&D intensity becomes zero, with further decrease of educational attainment, the effect

becomes negative. The individual effect of log(SPILLTECH) on R&D intensity is positive and

significant when educational attainment is at the mean, and the effect decreases with the in-

crease in education. However, because the magnitude of interaction coefficients is similar, the

change in education will create a small change in the predicted R&D intensity – knowledge

spillover and market rivalry effects of R&D will almost offset each other in the low-density

subsample (holding other variables constant).

In column (16) of Table 5, coefficient at log(SPILLTECH) without interaction is positive and

significant, while log(SPILLTECH) and log(Med_inc) interaction is insignificant. Coefficient at

log(SPILLSIC) without interaction and its interaction with log(Med_inc) are positive and signifi-

cant. Therefore, with the increase in median income, R&D intensity increases in the low-density

subsample via interaction with product market spillovers. Interestingly, in the high-density

subsample, we find a significant negative relationship between the average educational attain-

ment (and also median income) and the number of patents (columns (6), (9), (19), (22), and (25))

in the high-density subsample. Column (10) shows a significant positive interaction effect of

log(SPILLTECH) and Bachelor_perc, individual effect of log(SPILLTECH) is insignificant. Thus,

with the growth of educational attainment the effect of technology spillovers on patenting is

becoming more positive, but the total effect of log(SPILLTECH) on patenting can be positive

or negative. The sign of interaction term corresponds to the proposed in H1, but coefficient at
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log(SPILLTECH) in patent regressions is rarely significant.

Column (26) shows a significant negative log(SPILLSIC) and log(Med_inc) interaction term,

coefficient at individual effect of log(SPILLSIC) is significant and negative. Thus, with the

growth of income level, the negative effect of product market spillovers on patenting is increas-

ing in magnitude. This result shows the effect that is opposite from the one we proposed in H3.

Interaction terms, however, are only occasionally significant showing no robust relationship.

We perform a similar analysis splitting the sample by the PDI, the potential for a fast future

growth of MSA’s density in Table 6. Interestingly, we find significant coefficients for education

and income only in regressions for the high-PDI subsample. In this subsample, both education

and income level have positive association with R&D expenses. The effect of log(SPILLSIC) is

negative but becomes less negative with the increase in educational attainment, as proposed in

H4. In column (8), when the L(fNpats) is a dependent variable, we find a positive coefficient at

log(SPILLTECH) and Bachelor_perc interaction term and a negative coefficient at log(SPILLSIC)

and Bachelor_perc interaction term in high-PDI subsample. This result is again consistent with

H1 and contradicts predictions in H3.

4.6 Discussion of baseline result

We find some support to H1 hypothesis: in high-density subsample, the growth of educa-

tional attainment is associated with a more positive effect of technology spillovers on patenting.

However, the total effect of technology spillovers on patenting can be positive or negative, be-

cause the coefficient at the log(SPILLTECH) without interaction is not significant. Thus, we find

support to the view that the productivity of innovation is rising with the increasing value of

human capital in dense areas.

We find contradictory evidence for H2: we identify that a positive association between tech-

nology spillovers and R&D-to-sales ratio will be smaller when human capital is more valuable.

On average, in areas with a high educational attainment, the firm will be spending less on R&D

to build on the equal stock of available knowledge than a comparable firm in the area with a
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low educational attainment. This result is also consistent with the possible differences in com-

plementarity/substitution of R&D efforts explained by Bloom, Schankerman and Van Reenen

(2013). In particular, the theory predicts a negative relationship between technology spillovers

and R&D expense when R&D efforts of technological peers are substitute to the firm’s own

R&D. Therefore, based on the currently obtained evidence, in areas with a higher educational

attainment, firms can show a lower degree of peers’ knowledge complementarity.

Regarding H3, we find that, in the high-density subsample, with the growth of income level,

the negative effect of product market spillovers on patenting is increasing in magnitude. This

effect is opposite to what we proposed. We based out hypothesis on the idea that in dense areas

with high-value human capital, inventors have a higher chance of face-to-face interaction and

switching jobs. Thus, since the ideas exchange is likely to increase, firms will patent more to

protect innovation ideas. However, we find that in high-density MSAs, the same stock of R&D

generated by product market rivals is associated with a lower patenting when the educational

attainment in the area increases. The identified result can be driven by a higher competition

for patenting and a higher difficulty to patent the idea in dense and high-education level areas

where the idea flow is large, especially for firms with many competitors performing R&D (high

SPILLSIC). More analysis should be performed to understand the mechanism in action driving

this result (e.g., there may be intellectual property protection differences among MSAs, firms

from industries that patent less on average locate in areas with high education levels, etc.).

H4 is supported by the empirical evidence: the effect of increasing the R&D stock by product

market rivals on R&D intensity is increasing with both, educational attainment and density.

Overall, the results are consistent with the patent races effect. In areas with a more valuable

or dense human capital, the stock of available knowledge and the competition for ideas can

be stronger. Combined with product market spillovers, in such areas, the potential cost of

losing market share will be high and firms will try to innovate more and therefore will increase

R&D expenses. Bloom, Schankerman and Van Reenen (2013) explain the positive relationship

between SPILLSIC and R&D expenses by the complementarity between R&D efforts of product
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market competitors. Thus, alternatively, R&D of product market competitors in dense areas

and areas with a higher level of educational attainment can show a higher complementarity.

4.7 Addressing endogeneity issues

Simultaneous Effects. The problem of analysing the relationships between innovation and

local human capital characteristics is the simultaneity of the effects we are trying to identify.

Firms can innovate more because there is the supply of valuable human capital, and human

capital value/density can rise because individuals with considerable schooling move to areas

with successful innovative companies.

The case of Amazon and Seattle provides a suitable illustration of simultaneity problem.

The stock of human capital in Seattle grew significantly after the founding of Amazon. Human

capital was attracted by the prospects to work in one of the most innovative firms in the world,

as well as Amazon could continue innovating due to the availability of valuable human capital.

The dynamics in changes of socio-economic characteristics of Seattle can be seen in Table A1

in Appendix. According to the U.S. Census, population of Seattle increased by 19% between

2005 and 2015. For comparison, population of San Francisco increased by 14% in the same

period. Dougal, Parsons and Titman (2015) discuss another endogenous channel responsible

for city growth due to existing consumption externalities (based on idea in Glaeser and Mare

(2001)) that arise from economies of scale in the production of some public goods. In particular,

when one firm becomes more prosperous, it can improve consumption opportunities for the

employees of other firms, making it easier for these firms to attract new employees. Continuing

the example of Seattle, in the last decade, Facebook, Google, Apple, Uber, and many other

technology companies opened units in Seattle to benefit from the reach stock of knowledge

and capital accumulated in the city.

We are addressing the simultaneity issues using instrumental variables approach. More-

over, instrumental variables help identification if we omitted unobserved variables for which

we cannot control.
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Lagged explanatory variables as instruments. As a first strategy of dealing with endo-

geneity, we repeat the analysis using lagged explanatory variables measuring the local hu-

man capital characteristics as instruments for contemporaneous human capital characteristics.

This strategy assumes that the lagged MSA characteristics do not directly affect firms’ current

R&D expenditure and patenting and have impact on the innovation activities only via corre-

lation with the current MSA characteristics. In all instrumental variables test, we instrument

interaction effects between spillover measures and human capital characteristics using interac-

tions between the instruments for log(SPILLTECH) and log(SPILLSIC) based on R&D tax credits

and constructed by Lucking, Bloom and Van Reenen (2018) and our instruments for human

capital characteristics. Thus, in regressions with interactions we have five endogenous vari-

ables (e.g., log(SPILLTECH), log(SPILLSIC), Bachelor_perc, log(SPILLTECH)*Bachelor_perc, and

log(SPILLSIC)*Bachelor_perc) and five instruments, respectively.

There may be a concern with using this strategy, because the effect of human capital on

innovation, especially on patenting, is likely to be delayed. According to the USPTO website,

the average length of the patent application process is currently around two years10. The effect

on R&D expenses is expected to be seen sooner; usually R&D budget is approved one year in

advance during the budgeting process and then is partially adjusted during the year depending

on the research’s need in additional funds. Thus, lagged local characteristics may not only

affect current characteristics but also be correlated with the efforts and outputs of R&D that

was started or planned a few years ago. To mitigate this effect, we run the analysis using

explanatory variables lagged by two years and using MSA characteristics lagged by additional

two years as instruments. However, because our sample is 10 years long for R&D expenses

and only 5 years long for the number of patents, using four-years lagged data leads for a rather

small sample in patenting regressions.

Table 7 presents the results of the test with two-period lagged explanatory variables and

four-period lagged instruments. Regressions using contemporaneous explanatory variables

10USPTO. June 2019 Patents Data, at a glance, available at: https://www.uspto.gov/dashboards/patents/main.dashxml
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and instruments lagged by two years deliver similar results and are not tabulated. We still find

a positive significant relationship between educational attainment and income and the measure

of R&D intensity (columns (1) and (7)). Individually, in these regressions log(SPILLTECH) is still

significant and positive, the coefficient’s magnitude has not changed; log(SPILLSIC) becomes

significant (column (1)) and has positive coefficient. Coefficients are only slightly lower in mag-

nitude. Interaction effect of technological spillovers and education is not significant (column

(2)) in contrast to not instrumented regressions in Table 2. Interaction between product market

spillovers and human capital value measures is still positive and significant. Thus, instrumen-

tal variables regressions do not provide the same evidence contradicting H2 but supports H4.

In regressions using various measures of patent count as dependent variables, coefficients of

spillover measures become twice or triple of the magnitude in non-instrumented regressions,

technological spillovers have a positive impact on the number of patents, while product market

spillovers have a negative effect. Log(SPILLSIC) loses its significance in the regression using the

number of patents weighted by their economic value while is still strongly significant and has a

negative coefficient in regressions using other patenting measures. This evidence suggests that

ability to commercialize invention can be an important mitigator of product market stealing

effect. At the same time, the loss of statistical power may be caused by the sample decrease, so

the loss of significance should be interpreted with caution.

Table 8 presents results of regressions with instrumented density and spillover measures.

A principal difference from Table 3 is the significance at 10% level of density measures in re-

gressions with R&D intensity as dependent variable (insignificant in Table 3). Other results are

similar to Table 3, with coefficients magnitude slightly decreasing in R&D effort regressions

and increasing in patenting regressions.

However, lagged variables are likely to violate the exclusion restriction needed for the valid

instrument if both dependent and independent variables are persistent over time. Human cap-

ital characteristics are in fact rather persistent, especially outside some fast-growing MSAs (see

Table A1). Patenting behaviour is also persistent (e.g., Bloom, Schankerman and Van Reenen,
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2013) and R&D investment, even though easily adjustable in theory, may bare significant sunk

costs and thus be history dependent (Manez et al., 2009).

5 Conclusion

Building on predictions of two literature steams, agglomeration literature and studies analysing

the impact of different types of innovation spillovers, we provide empirical evidence for the ex-

istence of differences in firms’ R&D sensitivity to spillovers generated by technological peers

and product market rivals. Sensitivities vary with the variation in the local human capital char-

acteristics. These differences can explain why otherwise similar firms located in different areas

can benefit from the R&D efforts of their technological peers and be affected by the R&D efforts

of their product market rivals differently.

Co-located firms can exchange knowledge via learning, sharing, and matching. While we

are not able to identify an exact mechanism underlying our results, learning seems to play

an important role for the firms’ R&D investment decisions. Controlling for the presence of

a patenting university, growth rate of business establishments’ number, and the existence of

non-compete provisions in the MSA of the firm’s headquarters, we find a robust positive effect

of educational attainment in the MSA on R&D intensity of firms and the increasing effect of

product market spillovers on R&D intensity with the growth in education. In high-density

areas, with the growth of educational attainment the negative effect of the R&D stock produced

by product market on patenting is increasing in magnitude. This result is consistent with the

existence of the patent races effect. When human capital is more valuable or dense, ideas flow

faster, and competition for ideas can be stronger. Combined with substantial amount of R&D

produced by product market rivals, in such areas, the potential cost of losing market share is

high and firms try to innovate more and thus increase R&D expenses. Instrumental variables

analysis using lagged characteristics of human capital as instruments point to a potential causal

nature of the identified effects.
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The analysis using firms’ inventor location instead of headquarters location shows that lo-

cal human capital characteristics are important for the R&D output, but they do not affect the

magnitude of the spillovers impact on firms’ patenting. This result shows a different mech-

anism of spillover influence through the headquarters where strategic decisions about R&D

are made and through research laboratories where scientists implement these decisions and

accumulated knowledge.

Finally, we identify that local legislation favouring employees’ freedom to change jobs, as

measured by the presence of non-compete provisions, plays an important role and is associated

with higher R&D investments and more patenting. In turn, the presence of a patenting univer-

sity in the MSA of the firm’s research facility is associated with a higher number of patents.

The study provides some empirical evidence on the effects omitted by the literature so far.

There is an effect of local human capital on the benefits from knowledge spillovers and threats

from the R&D of competitors. The total effect of these two sometimes opposite effects can

determine the success of the firm’s innovation activity. Thus, we provide a first analysis for the

future investigation of the knowledge spillovers versus rival’s R&D and their impact on firms’

innovativeness depending on local factors.
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Table 4: PDI and firm innovation. This table shows the effect of the PDI measure (in the MSA of the firm loca-
tion) on firms’ RD expenses. The dependent variables L(RD/Sales), the logarithm of 1 plus RD expense scaled by
Sales, and L(RD), the logarithm of RD expenses deflated by the CPI, measure innovation effort of firms. The main
explanatory variable is PDI (potential density increase) is PDI measure is calculated as the ratio of size (in square
meters) of land that can quickly increase its density (developed land) to the total size of land available for con-
struction, meaning the sum of developed and less developed lands which are expected to grow its density more
slowly (from Memarian and Vergara-Alert (2018)). Other explanatory variables are log(SPILLTECH), the measure
of technology spillovers, and log(SPILLSIC), the measure of product market rivalry effect of RD (detailed descrip-
tion in Table 1). Due to the insignificance of the PDI measure in regressions without interactions, regressions with
interactions are not included. All regressions include control variables described in Section 3., plus an additional
control, the logarithm of the population density log(Density), is included to isolate the effect of potential density
increase not related to the current population density of the MSA. Year fixed effects, and industry fixed effects
are also included in regressions. Standard errors are clustered at the MSA level. Robust t-statistics is reported in
parentheses. ***, **, and * denote statistical significance at the 1%, 5%, and 10% level, respectively.

L(RD/Sales) L(RD)
(1) (2)

2010-2015 2010-2015

log(SPILLTECH) 0.015*** 0.257***
(6.336) (4.956)

log(SPILLSIC) 0.006 0.101
(1.447) (1.418)

PDI 0.001 0.005
(0.091) (0.023)

log(Density) 0.007 0.179**
(0.998) (2.159)

Observations 1,969 1,969
R-squared 0.762 0.917
Controls YES YES
Year FE YES YES
Industry FE YES YES
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A Appendix

A.1 Additional Instrumental Variable Tests

Presence of a land-grant university. Therefore, we supplement this analysis using an in-

strument for the human capital value characteristics borrowed from Moretti (2004) who uses

the presence of land-grant colleges and universities created in the nineteenth century to in-

strument the share of population with a college degree. The current presence of a college or

university in the area can correlate with other characteristics in the area that are likely to af-

fect economic environment. The solution is to use the presence of the land-grant institution

that were created more than a century ago. The presence of a land-grant institution in the area

predicts the percentage of college graduates (Moretti, 2004) and theoretically is unlikely to be

correlated with the economic conditions and investment opportunities in the area today. We

borrow the list of land-grant institutions from the National Research Council . The land grant

system began in 1862 with legislation that gave states public lands for the purpose of selling,

raising funds, and establishing land-grant colleges that would teach agriculture and the me-

chanical arts. The second part of this legislation was passed in 1890 and granted states cash

instead of land, but colleges under that act received the same legal status as after the 1862 Act.

In the result, 73 land-grant colleges and universities were founded.

Since we do not include MSA fixed effects in the baseline specification of our regressions,

we can use this instrument which is constant over time. The main assumption required for this

instrument to be valid is that firms located in MSAs that have a land-grant university are not

systematically different in terms of innovation patterns from firms located in MSAs with no

land-grant university. Moretti (2004) notes that land-grant institutions were often founded in

rural areas and decision about location seems not related to the existence of natural resources

or other factors that could make the area wealthier, and the choice of the location seems rather

random. The presence of a land-grant college or university was also used by Doms and Lewis
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(2006), Shapiro (2006), and Matray (2014).

Despite satisfying the exclusion restriction, the instrument presence of the land-grant uni-

versity in our sample is weak, since it does not pass the F-tests from the first-stage regressions.

Table A10 in Apendix shows the details of the estimation, but we cannot draw conclusions

from this analysis.

Sensitivity of housing supply. Additionally, we use the elasticities of housing supply cal-

culated by Saiz (2010) as an instrument for the human capital value and density in the area.

According to Saiz (2010), housing prices are higher in land-constrained metropolitan areas;

and in order to compensate citizens for higher prices, in such areas, wages or city amenities

will be larger. Areas with a low land availability show lower housing supply elasticities. Saiz

(2010) estimates elasticities of housing supply as nonlinear combinations of physical and reg-

ulatory constraints and the predetermined population levels in the metropolitan area in 2000.

These elasticities “prove useful . . . in predicting the response of housing markets to future de-

mand shocks” (page 1281). If skilled individuals are attracted to the high amenities available

in land-constrained cities, housing supply elasticity will be correlated with the average level

of educational attainment and median household income in the MSA. Additionally, popula-

tion density is likely to be higher in areas characterised by inelastic housing supply. Thus, the

instrument is likely to satisfy the relevance condition. To satisfy an exclusion restriction, elas-

ticity of housing supply should not directly affect firms’ innovation activities. Being based on

the geographical characteristics of the area and regulatory constraints for construction, housing

supply is likely to affect innovation only indirectly via the characteristics of human capital or

economic conditions in the area.

Tables A11 and A12 in Apendix shows the results of regressions using housing supply elas-

ticity from Saiz (2010) as an instrument for local human capital characteristics. However, again

the instruments prove to be weak based on the first-stage F-test. One problem with using this

instrument is some differences in the definition of MSAs by Census and Saiz (2010) – Cen-

sus usually defines MSA as a larger geography than defined by Saiz (2010). For example, one
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CBSA “Dallas-Fort Worth-Arlington, TX Metro Area” in Census corresponds to two different

metropolitan areas with different housing supply elasticity in Saiz (2010): “Dallas, TX” and

“Fort Worth–Arlington, TX”. We matched “Dallas-Fort Worth-Arlington, TX Metro Area” with

“Dallas, TX” as the largest city in the CBSA, but this match may produce a measurement error

and a better merge should be created.

Alternative explanations. So far, however, we cannot exclude the possibility that the effect

we capture with our measures of human capital quality and density may in fact come from a

different effect (e.g., investment opportunities, favourable legislation, etc.) that correlates with

firms’ innovation activity in the MSA and is also correlated with the explanatory variables

measured at the MSA level (i.e., education, income, and density). Therefore, to check alter-

native explanations, we add additional MSA-level controls: number of establishments growth

rate and the presence of the research university in the MSA, to control for overall economic

attractiveness and “natural advantages” Carlino and Kerr (2015) of the MSA. We calculate Es-

tabl_growth using the U.S. Census Bureau’s Business Patterns data as a relative change in the

number of establishments in the MSA between two consecutive years. Variable Patenting_uni

equals 1 if MSA has a university that has a least one patent in the updated USPTO patent

database; we define university location as the location of the patent assignee. We do not add

multiple other socio-economic MSA-level controls, because due to a high correlation of such

variables among each other, adding several socio-economic factors, we risk missing the effect

due to multicollinearity.

Table A4 shows the results. Both included controls have a limited statistical power in the re-

gression and do not affect the significance or the magnitude of the coefficients of interest. None

of the dependent variables, except for logarithm of R&D expenses, have a statistically signif-

icant association with the number of enterprises growth rate and the presence of a patenting

university. Firms’ R&D expenses are 17% lower in MSAs having a patenting university, com-

pared to firms in MSAs with no such university. From Table A13 of the Appendix presenting

a descriptive statistics of the two subsamples partitioned by the presence of a patenting uni-
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versity, we can see that in the areas with no patenting university, firms are on average larger,

spend more on R&D, and hold more patents. The results of the regression analysis using den-

sity measures are also unchanged after including the two additional controls; both controlling

variables are insignificant in all regressions. The results are not tabulated for brevity.

Additionally, we test whether results are changed after accounting for the presence of non-

compete legislation in the region. Because in areas with no non-compete agreements , employ-

ees can move between companies more freely, innovation spillovers are expected to be higher

in such regions (Matray, 2014). Therefore, we test if the presence of non-compete clauses affects

R&D expenses and output and include a dummy equal one if the state of the MSA introduced

non-compete clauses and zero otherwise. Table A5 presents the results. In fact, the presence of

the non-compete provisions is significantly related to the amount of R&D expenses and some

measures of patenting activity. Variable Non-compete is significant at 5% and 10% level and has

negative coefficient in regressions for R&D intensity (column (1), (2), and (7)), for the amount of

R&D expenses (column (3) and (9)), and for the number of patents weighted by their citations

and economic value (columns (11) and (12)). For example, in MSAs characterised by the pres-

ence of non-compete provisions, firms’ R&D intensity is nearly 3% lower, R&D expenditure

is 23-24% lower, and the number of citation-weighted patents (significant only in one out of

two regressions) is 24% lower. Importantly, log(Medinc) loses its significance after introducing

Non-compete variable. Bachelor_perc is significant but has a slightly lower coefficient.

Table A6 shows the results of a similar analysis using density characteristics as explana-

tory variables of interest. After introducing Non-compete, both density measures lose their

significance in regressions. However, Non-compete is only significant in regressions with R&D

intensity and R&D expenditure as dependent variables, it has no significant association with

the number of patents. Additional control variables do not change the results in regressions

using PDI as explanatory variable presented in Table 4 (not tabulated).

Results of the analysis in Tables A5 and A6 show that our measures of income and density

in the MSA can correlate with other characteristics important for innovation and spillovers,
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in particular, the legislation favouring or prohibiting the exchange of knowledge through em-

ployees. We ran regressions using Non_compete and its interactions with spillover measures

instead of density or income characteristics in the MSA (not tabulated). None of the interac-

tion terms is significant in the regressions. Thus, while correlated with local human capital

characteristics and innovation of firms, it does not seem to affect the sensitivity of firms’ R&D

to the available spillovers. Importantly, the level of educational attainment affects firms’ R&D

intensity and their sensitivity to product market spillovers even controlling for the presence

of non-compete provisions, the presence of a patenting university, and the growth rate of the

number of businesses.

A.2 Robustness Check

Selection of Industries. The overall sample used in the baseline analysis consists of all

industries that patented at least once since 1963, as required by Bloom, Schankerman and

Van Reenen (2013) for the construction of their original R&D spillover measures, and that have

data on R&D expenses and patent data from Kogan et al. (2017). The range of industries in our

sample, compared to the sample of Bloom, Schankerman and Van Reenen (2013), only excludes

utilities and financial services sectors, as discussed in Section 3.1. However, it can be well ar-

gued that, in many industries, firms tend not to patent their inventions. Based on a survey

of almost 1.5 thousand R&D labs in the U.S. manufacturing sector, Cohen, Nelson and Walsh

(2000) showed that firms in the chemicals, drugs, mineral products, and medical equipment

sectors applied for patents for two-thirds of their inventions, while firms from textile, food,

glass, steel, and other metals industries applied for patents for less than 15% of inventions.

This fact obviously affects our ability to generalize the results obtained in the analysis using

patents as dependent variable, the conclusions are likely to be relevant only for firms patenting

their inventions regularly.

To verify that our results are not biased by the presence of industries where patenting is

more an exception than a rule, we repeat the analysis for three subsamples of firms from regu-
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larly patenting industries. The first subsample includes manufacturing firms (SIC codes from

2000 to 3990) as in Lychagin et al. (2016) plus Computer Related Services (SIC codes from

7370 to 7379) and Conglomerates (SIC code 9997) because these sectors are characterised by

active patenting; the second subsample only contains manufacturing firms; the third subsam-

ple excludes rarely patenting industries mentioned in Cohen, Nelson and Walsh (2000) from

the second subsample. The results obtained from repeating the analysis on all three subsamples

shows similar results as the full-sample analysis. In Table A7, we only present results for the

subsample of manufacturing firms excluding rarely patenting industries as the most conserva-

tive subsample. The subsample is only 10% smaller than the complete data. The magnitude

of the coefficients is similar to the full-sample analysis, but interaction term of SPILLTECH and

Bachelor_perc loses its significance. The results for the density measures and PDI as main inde-

pendent variables are close in terms of coefficients’ magnitude and the same in terms of their

significance. We do not present these results in separate tables for brevity.

Thus, our results are not substantially biased by the inclusion of rarely patenting industries

because initially there are few observations from such industries in our data. However, we

have to be cautious generalising our results – they will be applicable to those industries where

patents represent a valid measure of innovation output. In further analysis of the R&D out-

put we eliminate firms from outside Manufacturing industry and rarely patenting SIC codes

following Cohen, Nelson and Walsh (2000) but keep Computer Related Services (e.g., includes

Microsoft Corporation with SIC 7372) and Conglomerates (e.g., includes General Electric with

SIC 9997) that patent substantially.

Effect of Inventor Location. The choice of firms’ headquarters location in the analysis of

firms’ innovation activities may be challenged. Research laboratories are traditionally consid-

ered the locations where scientists communicate and exchange knowledge (e.g., Cohen, Nelson

and Walsh, 2000; Bloom, Schankerman and Van Reenen, 2013; Lychagin et al., 2016), generate

and absorb spillovers; but R&D labs are often located far from the company’s headquarters.

Nevertheless, the location of the firm’s headquarters is likely to be relevant for the innova-
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tion activities. First, R&D budget is normally decided at the headquarters during the annual

budgeting process. Research centers are likely to provide their estimates of the R&D funding

need, but the decisions about funds allocation are normally taken centrally. Dougal, Parsons

and Titman (2015) use headquarters’ location in the analysis of peer effect on the firms’ in-

vestment decisions, the mechanism of the knowledge exchange in their study is top manage-

ment communications across firms. Multi-subsidiary firms may be an exception from central

decision-making. Firms like General Electric have many non-related business and correspond-

ing decision-making centers. In such companies, R&D budgeting decisions is likely to be taken

in the headquarters of each subsidiary.

Second, even for the patenting activity, headquarters can be an important location. Menz,

Kunisch and Collis (2015) review the literature on the role of corporate headquarters, includ-

ing their role in subsidiaries’ innovation process. Overall, the studies support the notion that

corporate headquarters are important for innovation via provision of funds, encouraging risky

projects, establishing networks, and providing employees with a platform for formal and in-

formal communication. Nevertheless, an extensive research in innovation, and in particular

studies using patent citations, shows the role of the research lab as the center of spillover gener-

ation and capture. Thus, we perform an additional analysis to test whether the role of research

laboratories’ location on innovation is different from the role of headquarters location. Using a

newly assembled patent data described in Section 3.2., we first repeat the baseline analysis to

ensure that our data is comparable with the patenting data we use in prior analysis and then

perform a supplementary analysis of the patenting activities of firms in each research location

depending on the local characteristics of this location. We use the inventors’ locations from

patents as a proxy for the research lab location, as in Lychagin et al. (2016), for instance.

Figure A3 shows the distribution of observations across the MSAs. Figure A3.A. shows

that most observations in our sample are headquartered in four major MSAs: New York (10%),

Chicago (8%), San Jose (7.7%), and Boston (7%). Importantly, the baseline results are sensitive

to the exclusion of these four MSAs from the sample – variables measuring quality and density
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of human capital lose their significance, even though keeping their sings. Figure A3.B. shows

the distribution of firms’ inventors across MSAs in our newly merged patent data. The fig-

ure shows that the concentration of research facilities across MSAs is significantly lower than

headquarters’ concentration. Specifically, 60% of observations come from firms headquartered

in 15 most represented MSA in the sample; and only around 40% of observations come from

research facilities located in 15 most represented MSAs.

According to Table A14 of Appendix, the number of patents counted using the newly

merged patent data shows relationships similar to the ones identified using the data from Ko-

gan et al. (2017). There is a positive relationship with log(SPILLTECH) and a negative relation-

ship with log(SPILLSIC), however, the coefficients occasionally become insignificant. There is

the same lack of statistically significant relationship between the local human capital charac-

teristics and the number of patents. Only PDI variable becomes significant at 10% level and

has a positive sign; interaction of PDI and log(SPILLTECH) is also significant and has positive

coefficient. Overall, we conclude that the newly merged data does not generate a substan-

tially different results from the baseline analysis and can be used in the analysis of the effect of

inventors’ location on firms’ patenting.

Table A8 shows the results of the analysis of the number of patents and the local human

capital characteristics at the location of firms’ research facilities. We can perform this analysis

only for the number of patents because the patent data allows us to count the firm’s patents

in each MSA. At the same time, the data about R&D expenses is available only for the firm

as a whole. The results differ substantially from the results we obtained using headquarters’

location. First of all, log(SPILLTECH) is not significant and log(SPILLSIC) is significant and

changes its sign from negative to positive, compared to the baseline analysis. Interestingly,

local human characteristics are significant and have positive association with the number of

patents. However, only in one regression (column (2)) interaction between log(SPILLSIC) and

human capital characteristic is significant, therefore, there is no robust effect of the interaction

effects with the patenting.
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This result is in contrast to the effects found for the headquarters location where both

spillover measures had significant coefficients and local human capital characteristics did not

affect significantly the number of patents. Thus, human capital quality and density seem to im-

pact firms’ patenting activities, but the effect does not interact with the spillover measures any-

more. The identified effects may suggest a different way spillovers get absorbed by headquar-

ters and R&D laboratories. We find same signs and similar magnitude of the coefficients when

we repeat the analysis using all explanatory variables lagged by one and two years. However,

local human capital characteristics, except for density, become insignificant in lagged regres-

sions, though the sample size decreases as well. Adding three additional MSA-level controls,

presence of patenting university, number of establishments growth rate, and having passed

non-compete provisions, lead to the loss of significance for Bachelor_perc and two density mea-

sures, log(Medinc) stays significant and has a positive sign. Interestingly, in all regressions the

presence of patenting university in the MSA is statistically significant and has a positive asso-

ciation with the number of patents. The number of firms’ patents in the MSA with a patenting

university is 30-45% higher than in MSAs with no such university present. Table A9 shows the

results. Using one and two years lagged explanatory variables deliver equivalent results and

are not reported.

A.3 Figures

57



Fi
gu

re
A

1:
M

ar
gi

ns
of

re
sp

on
se

s
–

H
um

an
ca

pi
ta

l
va

lu
e

an
d

In
no

va
ti

on
.

Th
e

fig
ur

es
sh

ow
th

e
pr

ed
ic

ti
on

s
of

th
e

m
ar

gi
na

l
ef

fe
ct

of
lo

g(
SP

IL
LT

EC
H

)
an

d
lo

g(
SP

IL
LS

IC
)

fr
om

a
m

od
el

w
it

h
in

te
ra

ct
io

n
in

th
e

re
su

lt
of

m
an

ip
ul

at
in

g
th

e
va

lu
es

of
th

e
co

va
ri

at
es

(B
ac

he
lo

r_
pe

rc
an

d
lo

g(
M

ed
_i

nc
))

.
Th

e
ve

rt
ic

al
ax

is
sh

ow
s

th
e

pr
ed

ic
te

d
m

ag
ni

tu
de

of
th

e
sp

ill
ov

er
va

ri
ab

le
s’

m
ar

gi
na

le
ff

ec
t,

ho
ri

zo
nt

al
ax

is
sh

ow
s

th
e

va
lu

es
of

th
e

co
va

ri
at

e
in

te
ra

ct
ed

w
it

h
sp

ill
ov

er
m

ea
su

re
s.

Th
e

lo
ng

ve
rt

ic
al

lin
e

sh
ow

s
th

e
m

ea
n

va
lu

e
of

a
va

ri
ab

le
on

ho
ri

zo
nt

al
ax

is
.

58



Fi
gu

re
A

2:
M

ar
gi

ns
of

re
sp

on
se

s
–

H
um

an
ca

pi
ta

l
de

ns
it

y
an

d
In

no
va

ti
on

.
Th

e
fig

ur
es

sh
ow

th
e

pr
ed

ic
ti

on
s

of
th

e
m

ar
gi

na
l

ef
fe

ct
of

lo
g(

SP
IL

LT
EC

H
)

an
d

lo
g(

SP
IL

LS
IC

)
fr

om
a

m
od

el
w

it
h

in
te

ra
ct

io
n

in
th

e
re

su
lt

of
m

an
ip

ul
at

in
g

th
e

va
lu

es
of

th
e

co
va

ri
at

es
(B

ac
he

lo
r_

pe
rc

an
d

lo
g(

M
ed

_i
nc

))
.

Th
e

ve
rt

ic
al

ax
is

sh
ow

s
th

e
pr

ed
ic

te
d

m
ag

ni
tu

de
of

th
e

sp
ill

ov
er

va
ri

ab
le

s’
m

ar
gi

na
le

ff
ec

t,
ho

ri
zo

nt
al

ax
is

sh
ow

s
th

e
va

lu
es

of
th

e
co

va
ri

at
e

in
te

ra
ct

ed
w

it
h

sp
ill

ov
er

m
ea

su
re

s.
Th

e
lo

ng
ve

rt
ic

al
lin

e
sh

ow
s

th
e

m
ea

n
va

lu
e

of
a

va
ri

ab
le

on
ho

ri
zo

nt
al

ax
is

.

59



Fi
gu

re
A

3:
T

he
fig

ur
es

sh
ow

th
e

fr
eq

ue
nc

y
of

ob
se

rv
at

io
ns

ac
ro

ss
th

e
M

SA
s.

Fi
gu

re
A

sh
ow

s
th

e
fr

eq
ue

nc
y

of
ob

se
rv

at
io

ns
fr

om
th

e
ba

se
lin

e
sa

m
pl

e
w

he
re

ea
ch

ob
se

rv
at

io
n

is
at

th
e

fir
m

-y
ea

rl
ev

el
,l

oc
at

io
n

is
th

e
lo

ca
ti

on
of

fir
m

s’
he

ad
qu

ar
te

rs
.F

ig
ur

e
B

sh
ow

s
th

e
fr

eq
ue

nc
y

of
ob

se
rv

at
io

ns
fr

om
th

e
sa

m
pl

e
w

he
re

ea
ch

ob
se

rv
at

io
n

is
at

th
e

fir
m

-y
ea

r-
M

SA
le

ve
lb

ui
ld

fr
om

th
e

ne
w

ly
as

se
m

bl
ed

pa
te

nt
da

ta
.

60



Ta
bl

e
A

1:
So

ci
o-

ec
on

om
ic

ch
ar

ac
te

ri
st

ic
s

of
10

se
le

ct
ed

M
SA

s
(S

ou
rc

e:
U

.S
.C

en
su

s
B

ur
ea

u)
.

N
am

e
of

M
SA

Ye
ar

Po
pu

la
ti

on
(’0

00
Pe

op
le

)

%
of

po
pu

la
ti

on
of

at
le

as
t2

5
ye

ar
s

ol
d

w
it

h
ba

ch
el

or
’s

de
gr

ee
an

d
ab

ov
e

M
ed

ia
n

ho
us

eh
ol

d
in

co
m

e
(d

efl
at

ed
by

C
PI

)

%
of

po
pu

la
ti

on
be

lo
w

po
ve

rt
y

Po
pu

la
ti

on
de

ns
it

y
(P

eo
pl

e
pe

r
sq

ua
re

m
ile

)

Bu
si

ne
ss

de
ns

it
y

(e
st

ab
lis

hm
en

ts
pe

r
sq

ua
re

m
ile

)

A
tl

an
ta

20
05

4,
82

9
34

%
42

,0
66

11
%

57
9

16
A

tl
an

ta
20

15
5,

68
8

37
%

39
,3

54
14

%
68

2
16

C
ha

ng
e,

%
18

%
8%

-6
%

22
%

18
%

5%
A

us
ti

n
20

05
1,

40
6

39
%

39
,2

79
13

%
33

3
8

A
us

ti
n

20
15

2,
00

3
43

%
43

,9
13

12
%

47
5

12
C

ha
ng

e,
%

42
%

9%
12

%
-1

1%
42

%
36

%
Bo

st
on

20
05

4,
27

1
41

%
48

,2
93

10
%

1,
22

5
36

Bo
st

on
20

15
4,

78
0

46
%

51
,4

98
10

%
1,

37
1

36
C

ha
ng

e,
%

12
%

13
%

7%
7%

12
%

2%
C

hi
ca

go
20

05
9,

27
2

32
%

42
,5

67
12

%
1,

28
8

33
C

hi
ca

go
20

15
9,

55
8

36
%

41
,2

72
13

%
1,

32
8

34
C

ha
ng

e,
%

3%
12

%
-3

%
13

%
3%

2%
D

et
ro

it
20

05
4,

42
9

26
%

39
,5

15
13

%
1,

13
9

27
D

et
ro

it
20

15
4,

31
0

30
%

35
,0

47
16

%
1,

10
8

25
C

ha
ng

e,
%

-3
%

12
%

-1
1%

27
%

-3
%

-7
%

N
ew

Yo
rk

20
05

18
,3

51
35

%
43

,6
65

13
%

2,
74

4
80

N
ew

Yo
rk

20
15

20
,0

00
38

%
44

,9
25

14
%

2,
99

1
86

C
ha

ng
e,

%
9%

10
%

3%
12

%
9%

7%
Pi

tt
sb

ur
gh

20
05

2,
31

5
27

%
32

,4
60

11
%

43
8

12
Pi

tt
sb

ur
gh

20
15

2,
34

8
33

%
35

,3
42

12
%

44
5

11
C

ha
ng

e,
%

1%
22

%
9%

8%
1%

-3
%

Sa
n

Fr
an

ci
sc

o
20

05
4,

07
2

43
%

50
,8

71
10

%
1,

64
8

48
Sa

n
Fr

an
ci

sc
o

20
15

4,
65

0
47

%
57

,8
48

11
%

1,
88

2
51

C
ha

ng
e,

%
14

%
9%

14
%

7%
14

%
6%

Sa
nt

a
Fe

20
05

13
8

41
%

35
,2

49
13

%
72

3
Sa

nt
a

Fe
20

15
14

8
41

%
36

,3
86

13
%

78
2

C
ha

ng
e,

%
8%

0%
3%

0%
8%

-8
%

Se
at

tl
e

20
05

3,
13

4
36

%
42

,7
64

10
%

53
4

16
Se

at
tl

e
20

15
3,

73
8

41
%

49
,2

30
10

%
63

7
17

C
ha

ng
e,

%
19

%
15

%
15

%
6%

19
%

6%

61



Ta
bl

e
A

2:
A

ve
ra

ge
s

of
M

SA
ch

ar
ac

te
ri

st
ic

s
in

20
05

-2
01

5
by

ye
ar

(S
ou

rc
e:

U
.S

.C
en

su
s

B
ur

ea
u)

.

Pa
ne

lA
.

Ye
ar

Po
pu

la
ti

on
(N

of
Pe

op
le

)

%
of

po
pu

la
ti

on
of

at
le

as
t2

5
ye

ar
s

ol
d

w
it

h
ba

ch
el

or
’s

de
gr

ee
an

d
ab

ov
e

M
ed

ia
n

ho
us

eh
ol

d
in

co
m

e
(d

efl
at

ed
by

C
PI

)

%
of

po
pu

la
ti

on
be

lo
w

po
ve

rt
y

Po
pu

la
ti

on
de

ns
it

y
(P

eo
pl

e
pe

r
sq

ua
re

m
ile

)

Bu
si

ne
ss

de
ns

it
y

(e
st

ab
lis

hm
en

ts
pe

r
sq

ua
re

m
ile

)
N

um
be

r
of

M
SA

s

20
05

67
5,

14
2

25
%

34
,1

01
14

%
27

3
7.

1
35

4
20

06
69

6,
96

0
25

%
34

,5
11

14
%

28
3

7.
1

35
6

20
07

70
0,

49
2

25
%

34
,6

98
14

%
28

4
7.

2
35

8
20

08
70

6,
85

6
25

%
36

,2
40

14
%

28
6

7.
1

35
8

20
09

70
6,

20
0

25
%

34
,1

35
15

%
28

6
6.

9
36

3
20

10
69

8,
79

8
26

%
32

,7
35

16
%

28
5

6.
7

35
0

20
11

70
4,

92
7

26
%

32
,5

19
17

%
28

7
6.

6
35

0
20

12
71

1,
24

1
26

%
32

,6
71

17
%

28
9

6.
7

35
0

20
13

71
7,

24
6

27
%

32
,8

09
17

%
29

1
6.

8
35

0
20

14
72

3,
70

3
27

%
33

,5
34

16
%

29
2

6.
8

35
0

20
15

73
0,

21
0

28
%

34
,2

42
16

%
29

4
6.

9
35

0

Pa
ne

lB
.

V
ar

ia
bl

e
na

m
e

M
ed

ia
n

M
ea

n
St

d
de

v.
O

bs
.

M
SA

s
V

ar
ia

bl
e

de
sc

ri
pt

io
n

Po
pu

la
ti

on
25

0
70

6
1,

55
4

3,
88

9
36

3
Po

pu
la

ti
on

,‘
00

0
Pe

op
le

Ba
ch

el
or

_p
er

c
25

.0
%

25
.9

%
8.

1%
3,

88
6

36
3

Pe
rc

en
to

fp
op

ul
at

io
n

of
25

ye
ar

s
ol

d
an

d
ab

ov
e

w
it

h
at

le
as

ta
ba

ch
el

or
’s

de
gr

ee
M

ed
_i

nc
32

,8
66

33
,8

45
6,

14
0

3,
88

8
36

3
M

ed
ia

n
ho

us
eh

ol
d

in
co

m
e

(d
efl

at
ed

by
C

PI
)

Po
ve

rt
y_

pe
rc

15
.0

%
15

.4
%

4.
5%

3,
88

9
36

3
Pe

rc
en

to
fp

op
ul

at
io

n
be

lo
w

po
ve

rt
y

lin
e

D
en

si
ty

19
1

28
6

31
7

3,
88

9
36

3
Po

pu
la

ti
on

de
ns

it
y

(N
um

be
r

of
pe

op
le

pe
r

sq
ua

re
m

ile
)

Bu
s_

de
ns

it
y

4.
4

6.
9

8.
4

3,
87

6
36

3
Bu

si
ne

ss
de

ns
it

y
(N

um
be

r
of

es
ta

bl
is

hm
en

ts
pe

r
sq

ua
re

m
ile

)

62



Ta
bl

e
A

3:
D

es
cr

ip
ti

ve
st

at
is

ti
cs

of
su

bs
am

pl
es

ob
ta

in
ed

by
pa

rt
it

io
ni

ng
th

e
m

ai
n

sa
m

pl
e

by
m

ed
ia

n
po

pu
la

ti
on

de
ns

it
y.

H
ig

h
de

ns
it

y
Lo

w
de

ns
it

y

V
ar

ia
bl

e
na

m
e

M
ed

ia
n

M
ea

n
St

d
de

v.
O

bs
.

M
SA

s
M

ed
ia

n
M

ea
n

St
d

de
v.

O
bs

.
M

SA
s

lo
g(

1+
R

&
D

/S
al

es
)

0.
04

0.
07

0.
11

24
84

66
4

0.
03

0.
08

0.
11

21
87

66
4

lo
g(

1+
R

&
D

)
2.

90
3.

01
2.

02
24

84
66

4
2.

58
2.

76
1.

89
21

87
66

4
lo

g(
1+

fM
pa

ts
)

2.
20

2.
56

1.
63

10
27

66
4

1.
95

2.
49

1.
65

93
4

66
4

lo
g(

1+
Tc

w
)

2.
84

3.
09

1.
76

10
27

66
4

2.
64

3.
06

1.
85

93
4

66
4

lo
g(

1+
Ts

m
)

3.
22

3.
76

2.
63

10
27

66
4

3.
25

3.
74

2.
54

93
4

66
4

M
V

77
4.

73
10

,4
85

.2
4

33
,2

11
.2

3
24

93
66

4
85

4.
21

8,
16

9.
70

26
,6

41
.5

6
22

27
66

4
A

ss
et

s
50

2.
63

5,
97

5.
33

19
,2

91
.7

2
24

93
66

4
52

1.
89

4,
05

7.
54

12
,4

92
.4

7
22

27
66

4
A

ge
33

.0
0

35
.3

0
16

.4
9

24
93

66
4

26
.0

0
30

.9
4

15
.3

6
22

27
66

4
R

&
D

17
.1

4
16

2.
68

43
3.

35
24

84
66

4
12

.2
6

11
4.

73
34

4.
73

21
87

66
4

Bl
ev

0.
44

0.
48

0.
36

24
93

66
4

0.
41

0.
46

0.
68

22
27

66
4

Em
p

2.
70

14
.8

9
31

.8
2

24
93

66
4

2.
52

12
.0

0
26

.2
5

22
27

66
4

M
le

v
0.

27
0.

31
0.

21
24

93
66

4
0.

22
0.

27
0.

20
22

27
66

4
A

tg
ro

w
0.

02
0.

05
0.

31
24

93
66

4
0.

02
0.

05
0.

27
22

27
66

4
H

ir
in

g
0.

01
0.

03
0.

17
24

93
66

4
0.

02
0.

03
0.

18
22

27
66

4
R

O
A

0.
05

0.
00

0.
26

24
93

66
4

0.
05

0.
02

0.
27

22
27

66
4

Q
1.

60
1.

90
1.

29
24

93
66

4
1.

70
2.

03
1.

32
22

27
66

4
K

/L
3.

67
3.

74
0.

95
24

93
66

4
3.

78
3.

82
0.

97
22

27
66

4
lo

g(
M

V
)

6.
65

6.
70

2.
47

24
93

66
4

6.
75

6.
73

2.
28

22
27

66
4

lo
g(

A
ge

)
3.

50
3.

44
0.

51
24

93
66

4
3.

26
3.

31
0.

50
22

27
66

4
lo

g(
H

H
I)

0.
22

0.
26

0.
16

24
93

66
4

0.
21

0.
25

0.
15

22
27

66
4

lo
g(

SP
IL

LT
EC

H
)

11
.4

0
11

.3
2

0.
88

24
93

66
4

11
.3

5
11

.1
7

0.
95

22
27

66
4

lo
g(

SP
IL

LS
IC

)
10

.6
7

10
.3

8
1.

48
24

93
66

4
10

.5
9

10
.2

1
1.

66
22

27
66

4

63



Ta
bl

e
A

4:
A

dd
re

ss
in

g
en

do
ge

ne
it

y
is

su
es

:a
dd

it
io

na
lc

on
tr

ol
s.

Th
is

ta
bl

e
sh

ow
s

th
e

ef
fe

ct
of

tw
o

m
ea

su
re

s
of

hu
m

an
ca

pi
ta

l
va

lu
e

(i
n

th
e

M
SA

of
th

e
fir

m
lo

ca
ti

on
)

on
fir

m
s’

R
D

ex
pe

ns
es

an
d

in
no

va
ti

on
ou

tp
ut

.
Th

e
de

pe
nd

en
t

va
ri

ab
le

s
L(

R
D

/S
al

es
),

th
e

lo
ga

ri
th

m
of

1
pl

us
R

D
ex

pe
ns

e
sc

al
ed

by
Sa

le
s,

an
d

L(
R

D
),

th
e

lo
ga

ri
th

m
of

R
D

ex
pe

ns
es

de
fla

te
d

by
th

e
C

PI
,m

ea
su

re
in

no
va

ti
on

ef
fo

rt
of

fir
m

s;
L(

fN
pa

t)
,t

he
lo

ga
ri

th
m

of
1

th
e

nu
m

be
r

of
pa

te
nt

s,
L(

Tc
w

),
th

e
lo

ga
ri

th
m

of
1

pl
us

th
e

su
m

of
ci

ta
ti

on
-w

ei
gh

te
d

pa
te

nt
s,

an
d

L(
Ts

m
),

th
e

lo
ga

ri
th

m
of

1
pl

us
th

e
su

m
of

va
lu

e-
w

ei
gh

te
d

pa
te

nt
s,

m
ea

su
re

in
no

va
ti

on
ou

tp
ut

.
Th

e
m

ai
n

ex
pl

an
at

or
y

va
ri

ab
le

s
ar

e
Ba

ch
el

or
_p

er
c,

th
e

pr
op

or
ti

on
of

po
pu

la
ti

on
of

25
ye

ar
s

ol
d

an
d

ab
ov

e
w

it
h

at
le

as
ta

ba
ch

el
or

’s
de

gr
ee

in
M

SA
(d

em
ea

ne
d)

,
lo

g(
D

en
si

ty
),

th
e

lo
ga

ri
th

m
of

th
e

nu
m

be
r

of
pe

op
le

pe
r

sq
ua

re
m

ile
in

M
SA

(d
em

ea
ne

d)
,l

og
(S

PI
LL

TE
C

H
),

th
e

m
ea

su
re

of
te

ch
no

lo
gy

sp
ill

ov
er

s,
an

d
lo

g(
SP

IL
LS

IC
),

th
e

m
ea

su
re

of
pr

od
uc

tm
ar

ke
tr

iv
al

ry
ef

fe
ct

of
R

D
(d

et
ai

le
d

de
sc

ri
pt

io
n

in
Ta

bl
e

1)
.T

w
o

ad
di

ti
on

al
co

nt
ro

ls
at

th
e

M
SA

le
ve

l
ar

e
ad

de
d

to
th

e
ba

se
lin

e
sp

ec
ifi

ca
ti

on
:

Pa
te

nt
in

g_
un

ie
qu

al
s

on
e

if
M

SA
ha

s
a

le
as

to
ne

un
iv

er
si

ty
w

it
h

pa
te

nt
s

re
po

rt
ed

in
th

e
U

SP
TO

da
ta

ba
se

;
Es

ta
bl

_g
ro

w
th

is
th

e
gr

ow
th

ra
te

in
th

e
nu

m
be

r
of

es
ta

bl
is

hm
en

ts
in

th
e

M
SA

.R
eg

re
ss

io
ns

w
it

h
in

te
ra

ct
io

n
of

hu
m

an
ca

pi
ta

l
ch

ar
ac

te
ri

st
ic

s
an

d
sp

ill
ov

er
s

ar
e

re
po

rt
ed

on
ly

if
th

e
ef

fe
ct

of
hu

m
an

ca
pi

ta
lc

ha
ra

ct
er

is
ti

cs
is

si
gn

ifi
ca

nt
in

th
e

re
gr

es
si

on
w

it
ho

ut
in

te
ra

ct
io

n.
A

ll
re

gr
es

si
on

s
in

cl
ud

e
co

nt
ro

l
va

ri
ab

le
s

de
sc

ri
be

d
in

Se
ct

io
n

3,
ye

ar
fix

ed
ef

fe
ct

s,
an

d
in

du
st

ry
fix

ed
ef

fe
ct

s.
St

an
da

rd
er

ro
rs

ar
e

cl
us

te
re

d
at

th
e

M
SA

le
ve

l.
R

ob
us

t
t-

st
at

is
ti

cs
is

re
po

rt
ed

in
pa

re
nt

he
se

s.
**

*,
**

,a
nd

*
de

no
te

st
at

is
ti

ca
ls

ig
ni

fic
an

ce
at

th
e

1%
,5

%
,a

nd
10

%
le

ve
l,

re
sp

ec
ti

ve
ly

.

L(
R

D
/S

al
es

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

L(
R

D
/S

al
es

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

(1
0)

(1
1)

(1
2)

lo
g(

SP
IL

LT
EC

H
)

0.
02

0*
**

0.
01

8*
**

0.
21

3*
**

0.
20

5*
**

0.
18

3*
*

0.
13

9*
*

0.
02

1*
**

0.
02

0*
**

0.
21

5*
**

0.
20

9*
**

0.
18

7*
*

0.
14

5*
*

(4
.3

57
)

(4
.2

38
)

(3
.7

55
)

(3
.5

77
)

(2
.4

98
)

(2
.2

39
)

(4
.3

29
)

(4
.1

76
)

(3
.7

55
)

(3
.6

36
)

(2
.5

64
)

(2
.3

09
)

lo
g(

SP
IL

LS
IC

)
0.

00
2

0.
00

4
0.

01
0

-0
.1

95
**

*
-0

.2
08

**
*

-0
.1

49
*

0.
00

2
0.

00
4

0.
01

0
-0

.1
96

**
*

-0
.2

08
**

*
-0

.1
47

*
(0

.4
41

)
(1

.1
42

)
(0

.2
06

)
(-

2.
78

6)
(-

2.
75

6)
(-

1.
94

2)
(0

.6
01

)
(1

.0
87

)
(0

.2
20

)
(-

2.
83

8)
(-

2.
79

4)
(-

1.
93

1)
Ba

ch
el

or
_p

er
c

0.
19

6*
**

0.
11

1
0.

67
0

-0
.2

86
-0

.0
83

0.
34

0
(2

.8
41

)
(0

.1
66

)
(0

.8
22

)
(-

0.
26

9)
(-

0.
07

2)
(0

.3
62

)
c.

Ba
ch

el
or

_p
er

c#
c.

lo
g(

SP
IL

LT
EC

H
)

-0
.1

16
*

(-
1.

80
5)

c.
Ba

ch
el

or
_p

er
c#

c.
lo

g(
SP

IL
LS

IC
)

0.
13

1*
**

(3
.2

78
)

lo
g(

M
ed

_i
nc

)
0.

06
1*

**
-0

.1
81

0.
24

8
-0

.2
25

-0
.1

75
-0

.0
58

(2
.8

08
)

(-
0.

91
4)

(0
.8

36
)

(-
0.

64
3)

(-
0.

45
3)

(-
0.

19
6)

c.
lo

g(
M

ed
_i

nc
)#

c.
lo

g(
SP

IL
LT

EC
H

)
-0

.0
23

(-
1.

24
4)

c.
lo

g(
M

ed
_i

nc
)#

c.
lo

g(
SP

IL
LS

IC
)

0.
04

7*
**

(3
.9

43
)

Pa
te

nt
in

g_
un

i
0.

00
4

0.
00

2
-0

.1
72

**
0.

02
9

0.
04

6
0.

02
4

0.
00

5
0.

00
3

-0
.1

67
**

0.
02

9
0.

04
8

0.
02

8
(0

.4
34

)
(0

.2
68

)
(-

2.
15

4)
(0

.2
70

)
(0

.3
75

)
(0

.2
73

)
(0

.5
77

)
(0

.4
04

)
(-

2.
12

0)
(0

.2
62

)
(0

.3
80

)
(0

.3
13

)
Es

ta
bl

_g
ro

w
th

-0
.0

39
-0

.0
03

-0
.9

58
-0

.9
30

1.
41

8
2.

90
4

-0
.0

25
0.

00
5

-0
.9

20
-1

.0
22

1.
35

0
2.

88
8

(-
0.

31
9)

(-
0.

02
5)

(-
0.

72
3)

(-
0.

24
1)

(0
.3

12
)

(0
.7

35
)

(-
0.

20
9)

(0
.0

45
)

(-
0.

69
7)

(-
0.

26
5)

(0
.2

98
)

(0
.7

31
)

O
bs

er
va

ti
on

s
4,

12
7

4,
12

7
4,

12
7

1,
46

0
1,

46
0

1,
46

0
4,

12
7

4,
12

7
4,

12
7

1,
46

0
1,

46
0

1,
46

0
R

-s
qu

ar
ed

0.
61

3
0.

61
7

0.
88

2
0.

78
1

0.
75

9
0.

91
5

0.
61

2
0.

61
6

0.
88

2
0.

78
1

0.
75

9
0.

91
5

C
on

tr
ol

s
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Ye

ar
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

In
du

st
ry

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES

64



Ta
bl

e
A

5:
A

dd
re

ss
in

g
en

do
ge

ne
it

y
is

su
es

:a
dd

it
io

na
lc

on
tr

ol
s.

Th
is

ta
bl

e
sh

ow
s

th
e

ef
fe

ct
of

tw
o

m
ea

su
re

s
of

hu
m

an
ca

pi
ta

l
va

lu
e

(i
n

th
e

M
SA

of
th

e
fir

m
lo

ca
ti

on
)

on
fir

m
s’

R
D

ex
pe

ns
es

an
d

in
no

va
ti

on
ou

tp
ut

.
Th

e
de

pe
nd

en
t

va
ri

ab
le

s
L(

R
D

/S
al

es
),

th
e

lo
ga

ri
th

m
of

1
pl

us
R

D
ex

pe
ns

e
sc

al
ed

by
Sa

le
s,

an
d

L(
R

D
),

th
e

lo
ga

ri
th

m
of

R
D

ex
pe

ns
es

de
fla

te
d

by
th

e
C

PI
,m

ea
su

re
in

no
va

ti
on

ef
fo

rt
of

fir
m

s;
L(

fN
pa

t)
,t

he
lo

ga
ri

th
m

of
1

th
e

nu
m

be
r

of
pa

te
nt

s,
L(

Tc
w

),
th

e
lo

ga
ri

th
m

of
1

pl
us

th
e

su
m

of
ci

ta
ti

on
-w

ei
gh

te
d

pa
te

nt
s,

an
d

L(
Ts

m
),

th
e

lo
ga

ri
th

m
of

1
pl

us
th

e
su

m
of

va
lu

e-
w

ei
gh

te
d

pa
te

nt
s,

m
ea

su
re

in
no

va
ti

on
ou

tp
ut

.
Th

e
m

ai
n

ex
pl

an
at

or
y

va
ri

ab
le

s
ar

e
Ba

ch
el

or
_p

er
c,

th
e

pr
op

or
ti

on
of

po
pu

la
ti

on
of

25
ye

ar
s

ol
d

an
d

ab
ov

e
w

it
h

at
le

as
ta

ba
ch

el
or

’s
de

gr
ee

in
M

SA
(d

em
ea

ne
d)

,
lo

g(
D

en
si

ty
),

th
e

lo
ga

ri
th

m
of

th
e

nu
m

be
r

of
pe

op
le

pe
r

sq
ua

re
m

ile
in

M
SA

(d
em

ea
ne

d)
,l

og
(S

PI
LL

TE
C

H
),

th
e

m
ea

su
re

of
te

ch
no

lo
gy

sp
ill

ov
er

s,
an

d
lo

g(
SP

IL
LS

IC
),

th
e

m
ea

su
re

of
pr

od
uc

tm
ar

ke
tr

iv
al

ry
ef

fe
ct

of
R

D
(d

et
ai

le
d

de
sc

ri
pt

io
n

in
Ta

bl
e

1)
.T

hr
ee

ad
di

ti
on

al
co

nt
ro

ls
at

th
e

M
SA

le
ve

l
ar

e
ad

de
d

to
th

e
ba

se
lin

e
sp

ec
ifi

ca
ti

on
:

Pa
te

nt
in

g_
un

ie
qu

al
s

on
e

if
M

SA
ha

s
a

le
as

to
ne

un
iv

er
si

ty
w

it
h

pa
te

nt
s

re
po

rt
ed

in
th

e
U

SP
TO

da
ta

ba
se

;
Es

ta
bl

_g
ro

w
th

is
th

e
gr

ow
th

ra
te

in
th

e
nu

m
be

r
of

es
ta

bl
is

hm
en

ts
in

th
e

M
SA

;N
on

_c
om

pe
te

is
a

du
m

m
y

va
ri

ab
le

eq
ua

l1
if

th
e

st
at

e
of

th
e

fir
m

s’
he

ad
qu

ar
te

r
lo

ca
ti

on
in

tr
od

uc
ed

no
n-

co
m

pe
te

pr
ov

is
io

ns
,a

nd
ze

ro
ot

he
rw

is
e.

R
eg

re
ss

io
ns

w
it

h
in

te
ra

ct
io

n
of

hu
m

an
ca

pi
ta

lc
ha

ra
ct

er
is

ti
cs

an
d

sp
ill

ov
er

s
ar

e
re

po
rt

ed
on

ly
if

th
e

ef
fe

ct
of

hu
m

an
ca

pi
ta

lc
ha

ra
ct

er
is

ti
cs

is
si

gn
ifi

ca
nt

in
th

e
re

gr
es

si
on

w
it

ho
ut

in
te

ra
ct

io
n.

A
ll

re
gr

es
si

on
s

in
cl

ud
e

co
nt

ro
l

va
ri

ab
le

s
de

sc
ri

be
d

in
Se

ct
io

n
3,

ye
ar

fix
ed

ef
fe

ct
s,

an
d

in
du

st
ry

fix
ed

ef
fe

ct
s.

St
an

da
rd

er
ro

rs
ar

e
cl

us
te

re
d

at
th

e
M

SA
le

ve
l.

R
ob

us
t

t-
st

at
is

ti
cs

is
re

po
rt

ed
in

pa
re

nt
he

se
s.

**
*,

**
,a

nd
*

de
no

te
st

at
is

ti
ca

ls
ig

ni
fic

an
ce

at
th

e
1%

,5
%

,a
nd

10
%

le
ve

l,
re

sp
ec

ti
ve

ly
.

L(
R

D
/S

al
es

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

L(
R

D
/S

al
es

)
L(

R
D

)
L(

fN
pa

t)
L(

Tc
w

)
L(

Ts
m

)
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)
(8

)
(9

)
(1

0)
(1

1)

lo
g(

SP
IL

LT
EC

H
)

0.
01

9*
**

0.
01

8*
**

0.
20

3*
**

0.
19

8*
**

0.
17

4*
*

0.
13

3*
*

0.
02

0*
**

0.
20

6*
**

0.
20

4*
**

0.
18

0*
*

0.
14

0*
*

(4
.4

09
)

(4
.2

84
)

(3
.4

21
)

(3
.3

25
)

(2
.3

36
)

(2
.0

66
)

(4
.4

84
)

(3
.5

06
)

(3
.4

45
)

(2
.4

47
)

(2
.1

82
)

lo
g(

SP
IL

LS
IC

)
0.

00
2

0.
00

4
0.

01
7

-0
.1

87
**

-0
.2

00
**

-0
.1

50
*

0.
00

3
0.

02
0

-0
.1

88
**

-0
.1

99
**

-0
.1

48
*

(0
.5

80
)

(1
.1

73
)

(0
.3

63
)

(-
2.

60
1)

(-
2.

58
1)

(-
1.

97
4)

(0
.8

59
)

(0
.4

28
)

(-
2.

62
3)

(-
2.

59
1)

(-
1.

95
1)

Ba
ch

el
or

_p
er

c
0.

14
0*

*
0.

13
6

0.
27

8
-0

.5
73

-0
.4

33
0.

01
5

(2
.1

29
)

(0
.2

06
)

(0
.3

56
)

(-
0.

51
0)

(-
0.

35
6)

(0
.0

16
)

c.
Ba

ch
el

or
_p

er
c#

c.
lo

g(
SP

IL
LT

EC
H

)
-0

.1
04

(-
1.

63
7)

c.
Ba

ch
el

or
_p

er
c#

c.
lo

g(
SP

IL
LS

IC
)

0.
11

1*
**

(2
.9

20
)

lo
g(

M
ed

_i
nc

)
0.

02
8

-0
.0

06
-0

.4
90

-0
.4

83
-0

.3
42

(1
.1

11
)

(-
0.

01
8)

(-
1.

15
9)

(-
1.

06
1)

(-
1.

03
0)

Pa
te

nt
in

g_
un

i
0.

00
0

-0
.0

01
-0

.1
88

**
0.

03
4

0.
05

5
0.

03
8

0.
00

1
-0

.1
89

**
0.

02
7

0.
04

8
0.

03
5

(0
.0

47
)

(-
0.

07
9)

(-
2.

51
5)

(0
.3

16
)

(0
.4

35
)

(0
.4

31
)

(0
.1

10
)

(-
2.

40
9)

(0
.2

37
)

(0
.3

74
)

(0
.3

93
)

Es
ta

bl
_g

ro
w

th
-0

.0
51

-0
.0

19
-1

.0
18

-0
.4

00
2.

14
9

3.
66

8
-0

.0
37

-0
.9

79
-0

.6
11

1.
94

1
3.

52
3

(-
0.

43
2)

(-
0.

16
2)

(-
0.

77
9)

(-
0.

10
2)

(0
.4

69
)

(0
.9

22
)

(-
0.

32
0)

(-
0.

75
2)

(-
0.

15
9)

(0
.4

30
)

(0
.8

97
)

N
on

-c
om

pe
te

-0
.0

34
**

-0
.0

30
**

-0
.2

30
*

-0
.1

29
-0

.1
56

-0
.1

35
-0

.0
33

*
-0

.2
43

*
-0

.2
12

-0
.2

44
*

-0
.2

11
*

(-
2.

33
9)

(-
2.

00
6)

(-
1.

92
5)

(-
1.

09
6)

(-
1.

27
2)

(-
1.

25
7)

(-
1.

88
8)

(-
1.

69
5)

(-
1.

49
5)

(-
1.

70
9)

(-
1.

80
3)

O
bs

er
va

ti
on

s
4,

09
9

4,
09

9
4,

09
9

1,
44

8
1,

44
8

1,
44

8
4,

09
9

4,
09

9
1,

44
8

1,
44

8
1,

44
8

R
-s

qu
ar

ed
0.

61
8

0.
62

1
0.

88
4

0.
78

2
0.

76
0

0.
91

6
0.

61
6

0.
88

4
0.

78
3

0.
76

1
0.

91
6

C
on

tr
ol

s
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Ye

ar
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

In
du

st
ry

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES

65



Ta
bl

e
A

6:
A

dd
re

ss
in

g
en

do
ge

ne
it

y
is

su
es

:a
dd

it
io

na
lc

on
tr

ol
s.

Th
is

ta
bl

e
sh

ow
s

th
e

ef
fe

ct
of

tw
o

m
ea

su
re

s
of

hu
m

an
ca

pi
ta

l
de

ns
it

y
(i

n
th

e
M

SA
of

th
e

fir
m

lo
ca

ti
on

)
on

fir
m

s’
R

D
ex

pe
ns

es
an

d
in

no
va

ti
on

ou
tp

ut
.

Th
e

de
pe

nd
en

t
va

ri
ab

le
s

L(
R

D
/S

al
es

),
th

e
lo

ga
ri

th
m

of
1

pl
us

R
D

ex
pe

ns
e

sc
al

ed
by

Sa
le

s,
an

d
L(

R
D

),
th

e
lo

ga
ri

th
m

of
R

D
ex

pe
ns

es
de

fla
te

d
by

th
e

C
PI

,m
ea

su
re

in
no

va
ti

on
ef

fo
rt

of
fir

m
s;

L(
fN

pa
t)

,t
he

lo
ga

ri
th

m
of

1
th

e
nu

m
be

r
of

pa
te

nt
s,

L(
Tc

w
),

th
e

lo
ga

ri
th

m
of

1
pl

us
th

e
su

m
of

ci
ta

ti
on

-w
ei

gh
te

d
pa

te
nt

s,
an

d
L(

Ts
m

),
th

e
lo

ga
ri

th
m

of
1

pl
us

th
e

su
m

of
va

lu
e-

w
ei

gh
te

d
pa

te
nt

s,
m

ea
su

re
in

no
va

ti
on

ou
tp

ut
.

Th
e

m
ai

n
ex

pl
an

at
or

y
va

ri
ab

le
s

ar
e

Ba
ch

el
or

_p
er

c,
th

e
pr

op
or

ti
on

of
po

pu
la

ti
on

of
25

ye
ar

s
ol

d
an

d
ab

ov
e

w
it

h
at

le
as

ta
ba

ch
el

or
’s

de
gr

ee
in

M
SA

(d
em

ea
ne

d)
,

lo
g(

D
en

si
ty

),
th

e
lo

ga
ri

th
m

of
th

e
nu

m
be

r
of

pe
op

le
pe

r
sq

ua
re

m
ile

in
M

SA
(d

em
ea

ne
d)

,l
og

(S
PI

LL
TE

C
H

),
th

e
m

ea
su

re
of

te
ch

no
lo

gy
sp

ill
ov

er
s,

an
d

lo
g(

SP
IL

LS
IC

),
th

e
m

ea
su

re
of

pr
od

uc
tm

ar
ke

tr
iv

al
ry

ef
fe

ct
of

R
D

(d
et

ai
le

d
de

sc
ri

pt
io

n
in

Ta
bl

e
1)

.T
hr

ee
ad

di
ti

on
al

co
nt

ro
ls

at
th

e
M

SA
le

ve
l

ar
e

ad
de

d
to

th
e

ba
se

lin
e

sp
ec

ifi
ca

ti
on

:
Pa

te
nt

in
g_

un
ie

qu
al

s
on

e
if

M
SA

ha
s

a
le

as
to

ne
un

iv
er

si
ty

w
it

h
pa

te
nt

s
re

po
rt

ed
in

th
e

U
SP

TO
da

ta
ba

se
;

Es
ta

bl
_g

ro
w

th
is

th
e

gr
ow

th
ra

te
in

th
e

nu
m

be
r

of
es

ta
bl

is
hm

en
ts

in
th

e
M

SA
;N

on
_c

om
pe

te
is

a
du

m
m

y
va

ri
ab

le
eq

ua
l1

if
th

e
st

at
e

of
th

e
fir

m
s’

he
ad

qu
ar

te
r

lo
ca

ti
on

in
tr

od
uc

ed
no

n-
co

m
pe

te
pr

ov
is

io
ns

,a
nd

ze
ro

ot
he

rw
is

e.
R

eg
re

ss
io

ns
w

it
h

in
te

ra
ct

io
n

of
hu

m
an

ca
pi

ta
lc

ha
ra

ct
er

is
ti

cs
an

d
sp

ill
ov

er
s

ar
e

re
po

rt
ed

on
ly

if
th

e
ef

fe
ct

of
hu

m
an

ca
pi

ta
lc

ha
ra

ct
er

is
ti

cs
is

si
gn

ifi
ca

nt
in

th
e

re
gr

es
si

on
w

it
ho

ut
in

te
ra

ct
io

n.
A

ll
re

gr
es

si
on

s
in

cl
ud

e
co

nt
ro

l
va

ri
ab

le
s

de
sc

ri
be

d
in

Se
ct

io
n

3,
ye

ar
fix

ed
ef

fe
ct

s,
an

d
in

du
st

ry
fix

ed
ef

fe
ct

s.
St

an
da

rd
er

ro
rs

ar
e

cl
us

te
re

d
at

th
e

M
SA

le
ve

l.
R

ob
us

t
t-

st
at

is
ti

cs
is

re
po

rt
ed

in
pa

re
nt

he
se

s.
**

*,
**

,a
nd

*
de

no
te

st
at

is
ti

ca
ls

ig
ni

fic
an

ce
at

th
e

1%
,5

%
,a

nd
10

%
le

ve
l,

re
sp

ec
ti

ve
ly

.

L(
R

D
/S

al
es

)
L(

R
D

)
L(

fN
pa

t)
L(

Tc
w

)
L(

Ts
m

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

(1
0)

lo
g(

SP
IL

LT
EC

H
)

0.
02

0*
**

0.
20

1*
**

0.
18

8*
**

0.
15

9*
*

0.
12

7*
0.

02
0*

**
0.

20
0*

**
0.

18
9*

**
0.

16
1*

*
0.

12
7*

(4
.5

02
)

(3
.4

57
)

(3
.1

22
)

(2
.1

44
)

(1
.9

39
)

(4
.5

11
)

(3
.4

47
)

(3
.1

28
)

(2
.1

49
)

(1
.9

48
)

lo
g(

SP
IL

LS
IC

)
0.

00
4

0.
02

1
-0

.1
89

**
*

-0
.1

98
**

-0
.1

48
*

0.
00

3
0.

01
9

-0
.1

90
**

*
-0

.2
00

**
*

-0
.1

49
**

(1
.0

58
)

(0
.4

35
)

(-
2.

68
3)

(-
2.

62
0)

(-
1.

98
4)

(1
.0

27
)

(0
.4

04
)

(-
2.

69
9)

(-
2.

64
8)

(-
1.

99
4)

lo
g(

D
en

si
ty

)
0.

00
6

0.
08

5
0.

04
8

0.
09

8
0.

05
8

(1
.2

26
)

(1
.0

75
)

(0
.5

67
)

(1
.0

23
)

(0
.7

29
)

lo
g(

Bu
s_

de
ns

it
y)

0.
00

6
0.

08
3

0.
03

6
0.

08
0

0.
04

8
(1

.3
94

)
(1

.0
98

)
(0

.4
42

)
(0

.8
62

)
(0

.6
24

)
Pa

te
nt

in
g_

un
i

0.
00

6
-0

.1
08

0.
07

6
0.

14
3

0.
09

2
0.

00
6

-0
.1

08
0.

06
6

0.
12

8
0.

08
4

(0
.5

20
)

(-
1.

13
1)

(0
.5

16
)

(0
.8

68
)

(0
.7

82
)

(0
.5

62
)

(-
1.

10
7)

(0
.4

45
)

(0
.7

74
)

(0
.7

13
)

Es
ta

bl
_g

ro
w

th
-0

.0
13

-0
.7

13
0.

03
4

3.
03

5
4.

19
6

-0
.0

13
-0

.7
22

-0
.0

66
2.

88
8

4.
11

7
(-

0.
12

1)
(-

0.
57

9)
(0

.0
09

)
(0

.6
70

)
(1

.0
62

)
(-

0.
11

9)
(-

0.
59

0)
(-

0.
01

7)
(0

.6
37

)
(1

.0
41

)
N

on
-c

om
pe

te
-0

.0
38

**
-0

.2
16

*
-0

.0
87

-0
.1

03
-0

.1
15

-0
.0

38
**

-0
.2

17
*

-0
.0

91
-0

.1
10

-0
.1

19
(-

2.
46

6)
(-

1.
90

2)
(-

0.
73

8)
(-

0.
80

6)
(-

1.
04

4)
(-

2.
47

1)
(-

1.
90

3)
(-

0.
78

4)
(-

0.
87

0)
(-

1.
09

8)

O
bs

er
va

ti
on

s
4,

09
9

4,
09

9
1,

44
8

1,
44

8
1,

44
8

4,
09

9
4,

09
9

1,
44

8
1,

44
8

1,
44

8
R

-s
qu

ar
ed

0.
61

6
0.

88
4

0.
78

2
0.

76
1

0.
91

6
0.

61
6

0.
88

4
0.

78
2

0.
76

1
0.

91
6

C
on

tr
ol

s
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Ye

ar
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

In
du

st
ry

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES

66



Ta
bl

e
A

7:
R

ob
us

tn
es

s
ch

ec
k:

H
um

an
ca

pi
ta

lv
al

ue
,d

en
si

ty
,a

nd
fir

m
in

no
va

ti
on

(s
ub

sa
m

pl
e

of
pa

te
nt

in
g

in
du

st
ri

es
).

Th
is

ta
bl

e
sh

ow
s

th
e

ef
fe

ct
of

tw
o

m
ea

su
re

s
of

hu
m

an
ca

pi
ta

lv
al

ue
(i

n
th

e
M

SA
of

th
e

fir
m

lo
ca

ti
on

)o
n

fir
m

s’
R

D
ex

pe
ns

es
an

d
in

no
va

ti
on

ou
tp

ut
.

Su
bs

am
pl

e
co

nt
ai

ns
th

e
fo

llo
w

in
g

in
du

st
ri

es
:

M
an

uf
ac

tu
ri

ng
(S

IC
20

00
-3

99
0)

,e
xc

lu
di

ng
G

la
ss

an
d

St
ee

l
pr

od
uc

ti
on

s.
Th

e
de

pe
nd

en
t

va
ri

ab
le

s
L(

R
D

/S
al

es
),

th
e

lo
ga

ri
th

m
of

1
pl

us
R

D
ex

pe
ns

e
sc

al
ed

by
Sa

le
s,

an
d

L(
R

D
),

th
e

lo
ga

ri
th

m
of

R
D

ex
pe

ns
es

de
fla

te
d

by
th

e
C

PI
,m

ea
su

re
in

no
va

ti
on

ef
fo

rt
of

fir
m

s;
L(

fN
pa

t)
,

th
e

lo
ga

ri
th

m
of

1
th

e
nu

m
be

r
of

pa
te

nt
s,

L(
Tc

w
),

th
e

lo
ga

ri
th

m
of

1
pl

us
th

e
su

m
of

ci
ta

ti
on

-w
ei

gh
te

d
pa

te
nt

s,
an

d
L(

Ts
m

),
th

e
lo

ga
ri

th
m

of
1

pl
us

th
e

su
m

of
va

lu
e-

w
ei

gh
te

d
pa

te
nt

s,
m

ea
su

re
in

no
va

ti
on

ou
tp

ut
.

Th
e

m
ai

n
ex

pl
an

at
or

y
va

ri
ab

le
s

ar
e

Ba
ch

el
or

_p
er

c,
th

e
pr

op
or

ti
on

of
po

pu
la

ti
on

of
25

ye
ar

s
ol

d
an

d
ab

ov
e

w
it

h
at

le
as

t
a

ba
ch

el
or

’s
de

gr
ee

in
M

SA
(d

em
ea

ne
d)

,l
og

(D
en

si
ty

),
th

e
lo

ga
ri

th
m

of
th

e
nu

m
be

r
of

pe
op

le
pe

r
sq

ua
re

m
ile

in
M

SA
(d

em
ea

ne
d)

,l
og

(S
PI

LL
TE

C
H

),
th

e
m

ea
su

re
of

te
ch

no
lo

gy
sp

ill
ov

er
s,

an
d

lo
g(

SP
IL

LS
IC

),
th

e
m

ea
su

re
of

pr
od

uc
tm

ar
ke

tr
iv

al
ry

ef
fe

ct
of

R
D

(d
et

ai
le

d
de

sc
ri

pt
io

n
in

Ta
bl

e
1)

.
R

eg
re

ss
io

ns
w

it
h

in
te

ra
ct

io
n

of
hu

m
an

ca
pi

ta
lc

ha
ra

ct
er

is
ti

cs
an

d
sp

ill
ov

er
s

ar
e

re
po

rt
ed

on
ly

if
th

e
ef

fe
ct

of
hu

m
an

ca
pi

ta
lc

ha
ra

ct
er

is
ti

cs
is

si
gn

ifi
ca

nt
in

th
e

re
gr

es
si

on
w

it
ho

ut
in

te
ra

ct
io

n.
A

ll
re

gr
es

si
on

s
in

cl
ud

e
co

nt
ro

l
va

ri
ab

le
s

de
sc

ri
be

d
in

Se
ct

io
n

3,
ye

ar
fix

ed
ef

fe
ct

s,
an

d
in

du
st

ry
fix

ed
ef

fe
ct

s.
St

an
da

rd
er

ro
rs

ar
e

cl
us

te
re

d
at

th
e

M
SA

le
ve

l.
R

ob
us

tt
-s

ta
ti

st
ic

s
is

re
po

rt
ed

in
pa

re
nt

he
se

s.
**

*,
**

,a
nd

*
de

no
te

st
at

is
ti

ca
ls

ig
ni

fic
an

ce
at

th
e

1%
,5

%
,a

nd
10

%
le

ve
l,

re
sp

ec
ti

ve
ly

.

L(
R

D
/S

al
es

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

L(
R

D
/S

al
es

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

(1
0)

(1
1)

(1
2)

lo
g(

SP
IL

LT
EC

H
)

0.
01

9*
**

0.
01

7*
**

0.
18

4*
**

0.
12

7*
0.

10
1

0.
07

9
0.

02
0*

**
0.

01
9*

**
0.

18
5*

**
0.

13
3*

*
0.

10
8

0.
08

6
(3

.7
90

)
(3

.3
91

)
(3

.3
30

)
(1

.9
75

)
(1

.2
76

)
(1

.2
91

)
(3

.7
48

)
(3

.3
63

)
(3

.3
55

)
(2

.0
52

)
(1

.3
60

)
(1

.3
96

)
lo

g(
SP

IL
LS

IC
)

0.
00

2
0.

00
5

0.
01

6
-0

.1
54

**
-0

.1
76

**
-0

.1
25

*
0.

00
3

0.
00

5
0.

01
8

-0
.1

56
**

-0
.1

78
**

-0
.1

26
*

(0
.6

97
)

(1
.5

89
)

(0
.3

43
)

(-
2.

36
0)

(-
2.

47
3)

(-
1.

67
9)

(0
.9

19
)

(1
.5

13
)

(0
.3

93
)

(-
2.

44
1)

(-
2.

53
7)

(-
1.

70
6)

Ba
ch

el
or

_p
er

c
0.

19
6*

**
-0

.0
28

0.
97

5
-0

.2
18

-0
.0

48
0.

00
7

(2
.8

69
)

(-
0.

03
6)

(1
.3

44
)

(-
0.

21
4)

(-
0.

04
4)

(0
.0

09
)

c.
Ba

ch
el

or
_p

er
c#

c.
lo

g(
SP

IL
LT

EC
H

)
-0

.1
09

(-
1.

54
7)

c.
Ba

ch
el

or
_p

er
c#

c.
lo

g(
SP

IL
LS

IC
)

0.
13

7*
**

(3
.8

06
)

lo
g(

M
ed

_i
nc

)
0.

05
9*

**
-0

.2
38

0.
34

2
-0

.2
44

-0
.2

16
-0

.1
81

(2
.6

90
)

(-
1.

08
0)

(1
.2

72
)

(-
0.

69
3)

(-
0.

56
8)

(-
0.

66
9)

c.
lo

g(
M

ed
_i

nc
)#

c.
lo

g(
SP

IL
LT

EC
H

)
-0

.0
20

(-
0.

93
9)

c.
lo

g(
M

ed
_i

nc
)#

c.
lo

g(
SP

IL
LS

IC
)

0.
04

9*
**

(4
.1

06
)

O
bs

er
va

ti
on

s
4,

32
4

4,
32

4
4,

32
4

1,
69

1
1,

69
1

1,
69

1
4,

32
4

4,
32

4
4,

32
4

1,
69

1
1,

69
1

1,
69

1
R

-s
qu

ar
ed

0.
59

4
0.

59
9

0.
87

6
0.

74
6

0.
72

3
0.

90
4

0.
59

3
0.

59
7

0.
87

6
0.

74
7

0.
72

4
0.

90
4

C
on

tr
ol

s
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Ye

ar
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

In
du

st
ry

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES

67



Ta
bl

e
A

8:
H

um
an

ca
pi

ta
lv

al
ue

,d
en

si
ty

,a
nd

fir
m

in
no

va
ti

on
–

up
da

te
d

pa
te

nt
co

un
t.

Th
is

ta
bl

e
sh

ow
s

th
e

ef
fe

ct
of

th
e

hu
m

an
ca

pi
ta

lc
ha

ra
ct

er
is

ti
cs

in
th

e
ar

ea
on

fir
m

s’
pa

te
nt

in
g.

Th
e

de
pe

nd
en

tv
ar

ia
bl

es
L(

N
pa

t_
ne

w
),

th
e

lo
ga

ri
th

m
of

1
pl

us
th

e
nu

m
be

r
of

pa
te

nt
s

ba
se

d
on

ou
r

ow
n

m
er

ge
of

U
SP

TO
up

da
te

d
pa

te
nt

da
ta

w
it

h
C

om
pu

st
at

.
D

et
ai

le
d

de
sc

ri
pt

io
n

of
de

pe
nd

en
t

an
d

in
de

pe
nd

en
t

va
ri

ab
le

s
is

in
Ta

bl
e

1.
Ea

ch
ob

se
rv

at
io

n
is

at
th

e
fir

m
–

ye
ar

–
M

SA
le

ve
l.

In
th

es
e

re
gr

es
si

on
s,

M
SA

ch
ar

ac
te

ri
st

ic
s

va
ry

fo
r

th
e

fir
m

-y
ea

r
w

he
n

it
s

pa
te

nt
s’

in
ve

nt
or

s
ar

e
lo

ca
te

d
in

va
ri

ou
s

M
SA

s;
fir

m
-l

ev
el

co
nt

ro
ls

ar
e

th
e

sa
m

e
fo

r
al

lfi
rm

–
ye

ar
-M

SA
s.

A
ll

re
gr

es
si

on
s

in
cl

ud
e

co
nt

ro
lv

ar
ia

bl
es

de
sc

ri
be

d
in

Se
ct

io
n

3,
ye

ar
fix

ed
ef

fe
ct

s,
an

d
in

du
st

ry
fix

ed
ef

fe
ct

s.
St

an
da

rd
er

ro
rs

ar
e

cl
us

te
re

d
at

th
e

M
SA

le
ve

l.
R

ob
us

t
t-

st
at

is
ti

cs
is

re
po

rt
ed

in
pa

re
nt

he
se

s.
**

*,
**

,a
nd

*
de

no
te

st
at

is
ti

ca
ls

ig
ni

fic
an

ce
at

th
e

1%
,5

%
,a

nd
10

%
le

ve
l,

re
sp

ec
ti

ve
ly

.

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)
(8

)
(9

)

lo
g(

SP
IL

LT
EC

H
)

0.
04

6
0.

06
0

0.
07

9
0.

07
1

0.
05

4
0.

06
6

0.
05

4
0.

06
7

0.
07

2
(0

.3
07

)
(0

.4
20

)
(0

.5
78

)
(0

.4
94

)
(0

.3
58

)
(0

.4
53

)
(0

.3
58

)
(0

.4
55

)
(0

.2
95

)
lo

g(
SP

IL
LS

IC
)

0.
16

7*
*

0.
17

7*
*

0.
17

2*
*

0.
17

9*
*

0.
17

1*
*

0.
16

1*
*

0.
17

3*
*

0.
16

2*
*

0.
16

6
(2

.1
84

)
(2

.3
00

)
(2

.2
00

)
(2

.2
81

)
(2

.2
28

)
(2

.0
89

)
(2

.2
43

)
(2

.0
98

)
(1

.1
77

)
Ba

ch
el

or
_p

er
c

1.
90

7*
-5

.2
42

(1
.8

64
)

(-
0.

72
5)

c.
Ba

ch
el

or
_p

er
c#

c.
lo

g(
SP

IL
LT

EC
H

)
-0

.0
82

(-
0.

12
2)

c.
Ba

ch
el

or
_p

er
c#

c.
lo

g(
SP

IL
LS

IC
)

0.
72

1*
(1

.6
98

)
lo

g(
M

ed
_i

nc
)

1.
17

7*
**

-3
.0

70
(2

.9
75

)
(-

1.
00

9)
c.

lo
g(

M
ed

_i
nc

)#
c.

lo
g(

SP
IL

LT
EC

H
)

0.
16

9
(0

.6
08

)
c.

lo
g(

M
ed

_i
nc

)#
c.

lo
g(

SP
IL

LS
IC

)
0.

19
5

(1
.0

12
)

lo
g(

D
en

si
ty

)
0.

15
1*

-0
.5

32
0.

18
5*

(1
.7

04
)

(-
0.

56
3)

(1
.8

79
)

c.
lo

g(
D

en
si

ty
)#

c.
lo

g(
SP

IL
LT

EC
H

)
0.

00
3

(0
.0

26
)

c.
lo

g(
D

en
si

ty
)#

c.
lo

g(
SP

IL
LS

IC
)

0.
05

8
(1

.0
42

)
lo

g(
Bu

s_
de

ns
it

y)
0.

14
3*

-0
.4

09
(1

.6
97

)
(-

0.
44

9)
c.

lo
g(

Bu
s_

de
ns

it
y)

#c
.lo

g(
SP

IL
LT

EC
H

)
-0

.0
04

(-
0.

03
9)

c.
lo

g(
Bu

s_
de

ns
it

y)
#c

.lo
g(

SP
IL

LS
IC

)
0.

05
3

(1
.0

17
)

PD
I

-0
.3

93
(-

1.
27

3)
O

bs
er

va
ti

on
s

6,
94

3
6,

94
3

6,
94

3
6,

94
3

6,
94

3
6,

94
3

6,
94

0
6,

94
0

3,
27

5
R

-s
qu

ar
ed

0.
09

9
0.

10
1

0.
11

5
0.

11
6

0.
09

3
0.

09
4

0.
09

3
0.

09
4

0.
09

3
C

on
tr

ol
s

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Ye
ar

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
In

du
st

ry
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

68



Ta
bl

e
A

9:
H

um
an

ca
pi

ta
lv

al
ue

,d
en

si
ty

,a
nd

fir
m

in
no

va
ti

on
–

up
da

te
d

pa
te

nt
co

un
t.

Th
is

ta
bl

e
sh

ow
s

th
e

ef
fe

ct
of

th
e

hu
m

an
ca

pi
ta

lc
ha

ra
ct

er
is

ti
cs

in
th

e
ar

ea
on

fir
m

s’
pa

te
nt

in
g.

Th
e

de
pe

nd
en

tv
ar

ia
bl

es
L(

N
pa

t_
ne

w
),

th
e

lo
ga

ri
th

m
of

1
pl

us
th

e
nu

m
be

r
of

pa
te

nt
s

ba
se

d
on

ou
r

ow
n

m
er

ge
of

U
SP

TO
up

da
te

d
pa

te
nt

da
ta

w
it

h
C

om
pu

st
at

.
D

et
ai

le
d

de
sc

ri
pt

io
n

of
de

pe
nd

en
t

an
d

in
de

pe
nd

en
t

va
ri

ab
le

s
is

in
Ta

bl
e

1.
Ea

ch
ob

se
rv

at
io

n
is

at
th

e
fir

m
–

ye
ar

–
M

SA
le

ve
l.

Th
re

e
ad

di
ti

on
al

co
nt

ro
ls

at
th

e
M

SA
le

ve
l

ar
e

ad
de

d
to

th
e

ba
se

lin
e

sp
ec

ifi
ca

ti
on

:
Pa

te
nt

in
g_

un
i

eq
ua

ls
on

e
if

M
SA

ha
s

a
le

as
t

on
e

un
iv

er
si

ty
w

it
h

pa
te

nt
s

re
po

rt
ed

in
th

e
U

SP
TO

da
ta

ba
se

;
Es

ta
bl

_g
ro

w
th

is
th

e
gr

ow
th

ra
te

in
th

e
nu

m
be

r
of

es
ta

bl
is

hm
en

ts
in

th
e

M
SA

;N
on

_c
om

pe
te

is
a

du
m

m
y

va
ri

ab
le

eq
ua

l1
if

th
e

st
at

e
of

th
e

fir
m

s’
he

ad
qu

ar
te

r
lo

ca
ti

on
in

tr
od

uc
ed

no
n-

co
m

pe
te

pr
ov

is
io

ns
,

an
d

ze
ro

ot
he

rw
is

e.
In

th
es

e
re

gr
es

si
on

s,
M

SA
ch

ar
ac

te
ri

st
ic

s
va

ry
fo

r
th

e
fir

m
-y

ea
r

w
he

n
it

s
pa

te
nt

s’
in

ve
nt

or
s

ar
e

lo
ca

te
d

in
va

ri
ou

s
M

SA
s;

fir
m

-l
ev

el
co

nt
ro

ls
ar

e
th

e
sa

m
e

fo
r

al
lfi

rm
–

ye
ar

-M
SA

s.
A

ll
re

gr
es

si
on

s
in

cl
ud

e
co

nt
ro

l
va

ri
ab

le
s

de
sc

ri
be

d
in

Se
ct

io
n

3,
ye

ar
fix

ed
ef

fe
ct

s,
an

d
in

du
st

ry
fix

ed
ef

fe
ct

s.
St

an
da

rd
er

ro
rs

ar
e

cl
us

te
re

d
at

th
e

M
SA

le
ve

l.
R

ob
us

tt
-s

ta
ti

st
ic

s
is

re
po

rt
ed

in
pa

re
nt

he
se

s.
**

*,
**

,a
nd

*
de

no
te

st
at

is
ti

ca
ls

ig
ni

fic
an

ce
at

th
e

1%
,5

%
,a

nd
10

%
le

ve
l,

re
sp

ec
ti

ve
ly

.

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)

lo
g(

SP
IL

LT
EC

H
)

0.
02

3
0.

06
8

0.
07

1
0.

02
8

0.
02

7
0.

18
9

0.
29

0
(0

.1
42

)
(0

.4
77

)
(0

.4
65

)
(0

.1
80

)
(0

.1
74

)
(0

.7
66

)
(1

.1
03

)
lo

g(
SP

IL
LS

IC
)

0.
37

0*
*

0.
38

2*
*

0.
37

6*
*

0.
36

9*
*

0.
37

0*
*

0.
33

1
0.

34
5

(2
.3

57
)

(2
.4

23
)

(2
.3

06
)

(2
.3

66
)

(2
.3

65
)

(1
.3

39
)

(1
.4

22
)

Ba
ch

el
or

_p
er

c
1.

25
8

(1
.0

35
)

lo
g(

M
ed

_i
nc

)
1.

16
6*

**
-2

.6
60

(2
.6

66
)

(-
0.

65
1)

c.
lo

g(
M

ed
_i

nc
)#

c.
lo

g(
SP

IL
LT

EC
H

)
0.

05
0

(0
.1

26
)

c.
lo

g(
M

ed
_i

nc
)#

c.
lo

g(
SP

IL
LS

IC
)

0.
28

3
(1

.4
72

)
lo

g(
D

en
si

ty
)

0.
10

8
0.

10
5

0.
11

0
(1

.0
08

)
(0

.8
74

)
(0

.8
85

)
lo

g(
Bu

s_
de

ns
it

y)
0.

09
6

(0
.9

34
)

PD
I

-1
.0

27
**

-2
6.

30
0*

*
(-

2.
14

2)
(-

2.
59

1)
c.

PD
I#

c.
lo

g(
SP

IL
LT

EC
H

)
2.

04
3*

(1
.7

77
)

c.
PD

I#
c.

lo
g(

SP
IL

LS
IC

)
0.

04
0

(0
.0

80
)

Pa
te

nt
in

g_
un

i
0.

29
4*

*
0.

32
6*

*
0.

33
1*

*
0.

32
5*

*
0.

33
1*

*
0.

45
1*

**
0.

44
4*

**
(2

.1
31

)
(2

.3
98

)
(2

.4
10

)
(2

.3
73

)
(2

.3
94

)
(2

.9
23

)
(2

.8
74

)
Es

ta
bl

_g
ro

w
th

1.
38

0
1.

36
0

1.
35

7
1.

83
5

1.
80

7
1.

54
4

1.
47

5
(0

.9
91

)
(0

.9
44

)
(0

.9
46

)
(1

.3
07

)
(1

.2
85

)
(1

.0
30

)
(0

.9
85

)
N

on
-c

om
pe

te
-0

.1
72

-0
.0

97
-0

.1
01

-0
.2

03
-0

.2
02

-0
.5

54
**

-0
.5

75
**

(-
0.

99
2)

(-
0.

63
9)

(-
0.

63
2)

(-
1.

06
7)

(-
1.

05
8)

(-
2.

50
2)

(-
2.

10
6)

O
bs

er
va

ti
on

s
4,

52
7

4,
52

7
4,

52
7

4,
52

7
4,

52
7

2,
42

5
2,

42
5

R
-s

qu
ar

ed
0.

12
4

0.
14

4
0.

14
5

0.
12

3
0.

12
2

0.
12

9
0.

13
2

C
on

tr
ol

s
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Ye

ar
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

In
du

st
ry

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES

69



Ta
bl

e
A

10
:A

dd
re

ss
in

g
en

do
ge

ne
it

y
is

su
es

:P
re

se
nc

e
of

a
la

nd
-g

ra
nt

un
iv

er
si

ty
as

in
st

ru
m

en
t.

Th
is

ta
bl

e
sh

ow
s

th
e

ef
fe

ct
of

tw
o

m
ea

su
re

s
of

hu
m

an
ca

pi
ta

lv
al

ue
(i

n
th

e
M

SA
of

th
e

fir
m

lo
ca

ti
on

)o
n

fir
m

s’
R

D
ex

pe
ns

es
an

d
in

no
va

ti
on

ou
tp

ut
.

D
et

ai
le

d
de

sc
ri

pt
io

n
of

de
pe

nd
en

ta
nd

in
de

pe
nd

en
tv

ar
ia

bl
es

is
pr

es
en

te
d

in
Ta

bl
e

1.
Th

e
pr

es
en

ce
of

a
la

nd
-g

ra
nt

un
iv

er
si

ty
in

th
e

M
SA

is
us

ed
as

an
in

st
ru

m
en

ta
lv

ar
ia

bl
e

fo
r

Ba
ch

el
or

_p
er

c
an

d
lo

g(
M

ed
_i

nc
);

th
e

in
st

ru
m

en
tb

as
ed

on
th

e
fir

m
-s

pe
ci

fic
ta

x
pr

ic
e

of
R

D
fr

om
Lu

ck
in

g,
Bl

oo
m

an
d

V
an

R
ee

ne
n

(2
01

8)
is

in
cl

ud
ed

as
an

in
st

ru
m

en
ta

lv
ar

ia
bl

es
fo

r
R

D
sp

ill
ov

er
s,

lo
g(

SP
IL

LT
EC

H
)a

nd
lo

g(
SP

IL
LS

IC
).

R
eg

re
ss

io
ns

w
it

h
in

te
ra

ct
io

n
of

hu
m

an
ca

pi
ta

lc
ha

ra
ct

er
is

ti
cs

an
d

sp
ill

ov
er

s
ar

e
re

po
rt

ed
on

ly
if

th
e

ef
fe

ct
of

hu
m

an
ca

pi
ta

lc
ha

ra
ct

er
is

ti
cs

is
si

gn
ifi

ca
nt

in
th

e
re

gr
es

si
on

w
it

ho
ut

in
te

ra
ct

io
n.

A
ll

re
gr

es
si

on
s

in
cl

ud
e

co
nt

ro
l

va
ri

ab
le

s
de

sc
ri

be
d

in
Se

ct
io

n
3,

ye
ar

fix
ed

ef
fe

ct
s,

an
d

in
du

st
ry

fix
ed

ef
fe

ct
s.

St
an

da
rd

er
ro

rs
ar

e
cl

us
te

re
d

at
th

e
M

SA
le

ve
l.

R
ob

us
tt

-s
ta

ti
st

ic
s

is
re

po
rt

ed
in

pa
re

nt
he

se
s.

**
*,

**
,a

nd
*

de
no

te
st

at
is

ti
ca

ls
ig

ni
fic

an
ce

at
th

e
1%

,5
%

,a
nd

10
%

le
ve

l,
re

sp
ec

ti
ve

ly
.

L(
R

D
/S

al
es

)
L(

R
D

)
L(

fN
pa

t)
L(

Tc
w

)
L(

Ts
m

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

(1
0)

lo
g(

SP
IL

LT
EC

H
)

0.
03

8
0.

43
6

0.
21

5
0.

19
5

0.
02

7
0.

00
4

-0
.1

46
0.

25
0

0.
34

0
0.

31
6

(1
.4

16
)

(0
.9

92
)

(1
.0

54
)

(0
.8

23
)

(0
.1

15
)

(0
.0

47
)

(-
0.

11
1)

(0
.7

44
)

(0
.6

29
)

(0
.3

99
)

lo
g(

SP
IL

LS
IC

)
0.

01
7

0.
20

6
-0

.4
20

**
*

-0
.4

72
**

*
-0

.1
80

-0
.0

10
-0

.2
56

-0
.4

18
**

*
-0

.4
66

**
-0

.1
70

(0
.9

58
)

(0
.6

82
)

(-
2.

95
9)

(-
2.

82
8)

(-
1.

12
1)

(-
0.

13
1)

(-
0.

21
9)

(-
2.

83
2)

(-
2.

53
1)

(-
0.

79
4)

Ba
ch

el
or

_p
er

c
-1

.0
78

-1
8.

25
9

1.
18

1
4.

94
2

9.
84

2
(-

0.
53

3)
(-

0.
51

2)
(0

.0
73

)
(0

.2
69

)
(0

.5
66

)
lo

g(
M

ed
_i

nc
)

0.
69

7
11

.8
12

-1
.0

06
-4

.2
08

-8
.3

81
(0

.2
53

)
(0

.2
72

)
(-

0.
06

9)
(-

0.
18

8)
(-

0.
27

3)

1-
st

ag
e

F-
te

st
(w

ea
k

id
en

ti
fic

at
io

n)
lo

g(
SP

IL
LT

EC
H

)
1,

05
7.

21
1,

05
7.

21
52

1.
50

52
1.

50
52

1.
50

10
57

.2
1

10
57

.2
1

52
1.

50
52

1.
50

52
1.

50
lo

g(
SP

IL
LS

IC
)

57
.5

9
57

.5
9

17
.5

7
17

.5
7

17
.5

7
57

.5
9

57
.5

9
17

.5
7

17
.5

7
17

.5
7

Ba
ch

el
or

_p
er

c
6.

69
6.

69
1.

28
1.

28
1.

28
6.

63
6.

63
1.

15
1.

15
1.

15
lo

g(
M

ed
_i

nc
)

Jo
in

ts
ig

ni
fic

an
ce

F-
te

st
2.

79
2.

79
1.

23
1.

23
1.

23
0.

75
0.

75
0.

19
0.

19
0.

19

O
bs

er
va

ti
on

s
4,

29
6

4,
29

6
1,

15
0

1,
15

0
1,

15
0

4,
29

6
4,

29
6

1,
15

0
1,

15
0

1,
15

0
R

-s
qu

ar
ed

0.
28

1
0.

72
7

0.
79

1
0.

75
9

0.
88

9
0.

06
1

0.
33

3
0.

79
1

0.
70

0
0.

76
5

C
on

tr
ol

s
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Ye

ar
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

In
du

st
ry

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES

70



Ta
bl

e
A

11
:A

dd
re

ss
in

g
en

do
ge

ne
it

y
is

su
es

:e
la

st
ic

it
y

of
ho

us
in

g
su

pp
ly

as
in

st
ru

m
en

t.
Th

is
ta

bl
e

sh
ow

s
th

e
ef

fe
ct

of
tw

o
m

ea
su

re
s

of
hu

m
an

ca
pi

ta
l

va
lu

e
(i

n
th

e
M

SA
of

th
e

fir
m

lo
ca

ti
on

)
on

fir
m

s’
R

D
ex

pe
ns

es
an

d
in

no
va

ti
on

ou
tp

ut
.D

et
ai

le
d

de
sc

ri
pt

io
n

of
de

pe
nd

en
ta

nd
in

de
pe

nd
en

tv
ar

ia
bl

es
is

pr
es

en
te

d
in

Ta
bl

e
1.

El
as

ti
ci

ty
of

ho
us

in
g

su
pp

ly
in

th
e

m
et

ro
po

lit
an

ar
ea

es
ti

m
at

ed
by

Sa
iz

(2
01

0)
is

us
ed

as
in

st
ru

m
en

t
fo

r
Ba

ch
el

or
_p

er
c

an
d

lo
g(

M
ed

_i
nc

);
th

e
in

st
ru

m
en

t
ba

se
d

on
th

e
fir

m
-s

pe
ci

fic
ta

x
pr

ic
e

of
R

D
fr

om
Lu

ck
in

g,
Bl

oo
m

an
d

V
an

R
ee

ne
n

(2
01

8)
is

in
cl

ud
ed

as
an

in
st

ru
m

en
ta

lv
ar

ia
bl

es
fo

r
R

D
sp

ill
ov

er
s,

lo
g(

SP
IL

LT
EC

H
)a

nd
lo

g(
SP

IL
LS

IC
).

R
eg

re
ss

io
ns

w
it

h
in

te
ra

ct
io

n
of

hu
m

an
ca

pi
ta

l
ch

ar
ac

te
ri

st
ic

s
an

d
sp

ill
ov

er
s

ar
e

re
po

rt
ed

on
ly

if
th

e
ef

fe
ct

of
hu

m
an

ca
pi

ta
l

ch
ar

ac
te

ri
st

ic
s

is
si

gn
ifi

ca
nt

in
th

e
re

gr
es

si
on

w
it

ho
ut

in
te

ra
ct

io
n.

A
ll

re
gr

es
si

on
s

in
cl

ud
e

co
nt

ro
lv

ar
ia

bl
es

de
sc

ri
be

d
in

Se
ct

io
n

3,
ye

ar
fix

ed
ef

fe
ct

s,
an

d
in

du
st

ry
fix

ed
ef

fe
ct

s.
St

an
da

rd
er

ro
rs

ar
e

cl
us

te
re

d
at

th
e

M
SA

le
ve

l.
R

ob
us

tt
-s

ta
ti

st
ic

s
is

re
po

rt
ed

in
pa

re
nt

he
se

s.
**

*,
**

,a
nd

*
de

no
te

st
at

is
ti

ca
ls

ig
ni

fic
an

ce
at

th
e

1%
,

5%
,a

nd
10

%
le

ve
l,

re
sp

ec
ti

ve
ly

.

L(
R

D
/S

al
es

)
L(

R
D

)
L(

fN
pa

t)
L(

Tc
w

)
L(

Ts
m

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

(1
0)

lo
g(

SP
IL

LT
EC

H
)

0.
02

2*
**

0.
20

1*
**

0.
22

3*
**

0.
19

4*
*

0.
13

4*
0.

02
3*

**
0.

21
9*

**
0.

22
0*

**
0.

19
0*

*
0.

13
0*

(3
.5

30
)

(3
.2

37
)

(3
.1

76
)

(2
.3

02
)

(1
.9

31
)

(3
.8

90
)

(3
.6

70
)

(3
.3

86
)

(2
.4

30
)

(1
.9

54
)

lo
g(

SP
IL

LS
IC

)
0.

01
1*

*
0.

11
9

-0
.3

32
**

*
-0

.4
64

**
*

-0
.2

47
**

0.
01

0*
*

0.
10

7
-0

.3
25

**
*

-0
.4

56
**

*
-0

.2
40

**
(2

.2
57

)
(1

.5
97

)
(-

2.
90

3)
(-

3.
31

0)
(-

2.
18

9)
(2

.1
05

)
(1

.3
87

)
(-

2.
85

6)
(-

3.
28

3)
(-

2.
06

3)
Ba

ch
el

or
_p

er
c

0.
24

3
4.

23
9

-0
.9

13
-1

.0
78

-1
.0

59
(1

.0
16

)
(1

.6
14

)
(-

0.
31

4)
(-

0.
28

2)
(-

0.
44

6)
lo

g(
M

ed
_i

nc
)

0.
06

6
1.

14
8

-0
.2

45
-0

.2
89

-0
.2

84
(0

.9
57

)
(1

.5
76

)
(-

0.
31

8)
(-

0.
28

6)
(-

0.
45

9)

1-
st

ag
e

F-
te

st
(w

ea
k

id
en

ti
fic

at
io

n)
lo

g(
SP

IL
LT

EC
H

)
10

48
.7

6
10

48
.7

6
57

0.
62

57
0.

62
57

0.
62

10
48

.7
6

10
48

.7
6

57
0.

62
57

0.
62

57
0.

62
lo

g(
SP

IL
LS

IC
)

42
.5

3
42

.5
3

20
.6

0
20

.6
0

20
.6

0
42

.5
3

42
.5

3
20

.6
0

20
.6

0
20

.6
0

Ba
ch

el
or

_p
er

c
9.

26
9.

26
4.

45
4.

45
4.

45
lo

g(
M

ed
_i

nc
)

15
.7

6
15

.7
6

7.
12

7.
12

7.
12

Jo
in

ts
ig

ni
fic

an
ce

F-
te

st
11

6.
46

11
6.

46
41

.5
0

41
.5

0
41

.5
0

19
9.

27
19

9.
27

75
.3

8
75

.3
8

75
.3

8

O
bs

er
va

ti
on

s
4,

18
4

4,
18

4
1,

66
7

1,
66

7
1,

66
7

4,
18

4
4,

18
4

1,
66

7
1,

66
7

1,
66

7
R

-s
qu

ar
ed

0.
61

3
0.

89
5

0.
77

6
0.

75
2

0.
91

6
0.

61
1

0.
89

7
0.

77
7

0.
75

3
0.

91
6

C
on

tr
ol

s
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Ye

ar
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

In
du

st
ry

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES

71



Ta
bl

e
A

12
:A

dd
re

ss
in

g
en

do
ge

ne
it

y
is

su
es

:e
la

st
ic

it
y

of
ho

us
in

g
su

pp
ly

as
in

st
ru

m
en

t.
Th

is
ta

bl
e

sh
ow

s
th

e
ef

fe
ct

of
tw

o
m

ea
su

re
s

of
hu

m
an

ca
pi

ta
l

de
ns

it
y

(i
n

th
e

M
SA

of
th

e
fir

m
lo

ca
ti

on
)

on
fir

m
s’

R
D

ex
pe

ns
es

an
d

in
no

va
ti

on
ou

tp
ut

.D
et

ai
le

d
de

sc
ri

pt
io

n
of

de
pe

nd
en

ta
nd

in
de

pe
nd

en
tv

ar
ia

bl
es

is
pr

es
en

te
d

in
Ta

bl
e

1.
El

as
ti

ci
ty

of
ho

us
in

g
su

pp
ly

in
th

e
m

et
ro

po
lit

an
ar

ea
es

ti
m

at
ed

by
Sa

iz
(2

01
0)

is
us

ed
as

in
st

ru
m

en
tf

or
lo

g(
D

en
si

ty
)a

nd
lo

g(
Bu

s_
de

ns
ity

);
th

e
in

st
ru

m
en

tb
as

ed
on

th
e

fir
m

-s
pe

ci
fic

ta
x

pr
ic

e
of

R
D

fr
om

Lu
ck

in
g,

Bl
oo

m
an

d
V

an
R

ee
ne

n
(2

01
8)

is
in

cl
ud

ed
as

an
in

st
ru

m
en

ta
lv

ar
ia

bl
es

fo
r

R
D

sp
ill

ov
er

s,
lo

g(
SP

IL
LT

EC
H

)a
nd

lo
g(

SP
IL

LS
IC

).
R

eg
re

ss
io

ns
w

it
h

in
te

ra
ct

io
n

of
hu

m
an

ca
pi

ta
l

ch
ar

ac
te

ri
st

ic
s

an
d

sp
ill

ov
er

s
ar

e
re

po
rt

ed
on

ly
if

th
e

ef
fe

ct
of

hu
m

an
ca

pi
ta

l
ch

ar
ac

te
ri

st
ic

s
is

si
gn

ifi
ca

nt
in

th
e

re
gr

es
si

on
w

it
ho

ut
in

te
ra

ct
io

n.
A

ll
re

gr
es

si
on

s
in

cl
ud

e
co

nt
ro

lv
ar

ia
bl

es
de

sc
ri

be
d

in
Se

ct
io

n
3,

ye
ar

fix
ed

ef
fe

ct
s,

an
d

in
du

st
ry

fix
ed

ef
fe

ct
s.

St
an

da
rd

er
ro

rs
ar

e
cl

us
te

re
d

at
th

e
M

SA
le

ve
l.

R
ob

us
tt

-s
ta

ti
st

ic
s

is
re

po
rt

ed
in

pa
re

nt
he

se
s.

**
*,

**
,a

nd
*

de
no

te
st

at
is

ti
ca

ls
ig

ni
fic

an
ce

at
th

e
1%

,
5%

,a
nd

10
%

le
ve

l,
re

sp
ec

ti
ve

ly
.

L(
R

D
/S

al
es

)
L(

R
D

)
L(

R
D

)
L(

fN
pa

t)
L(

Tc
w

)
L(

Ts
m

)
L(

R
D

/S
al

es
)

L(
R

D
)

L(
R

D
)

L(
fN

pa
t)

L(
Tc

w
)

L(
Ts

m
)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

(1
0)

(1
1)

(1
2)

lo
g(

SP
IL

LT
EC

H
)

0.
02

4*
**

0.
23

7*
**

0.
23

0*
**

0.
22

1*
**

0.
19

1*
*

0.
13

1*
0.

02
4*

**
0.

23
7*

**
0.

23
1*

**
0.

22
1*

**
0.

19
1*

*
0.

13
1*

(4
.2

22
)

(4
.1

33
)

(4
.2

78
)

(3
.2

82
)

(2
.3

94
)

(1
.9

55
)

(4
.2

19
)

(4
.1

24
)

(4
.2

70
)

(3
.2

89
)

(2
.3

99
)

(1
.9

59
)

lo
g(

SP
IL

LS
IC

)
0.

01
1*

*
0.

12
3

0.
14

2*
*

-0
.3

22
**

*
-0

.4
52

**
*

-0
.2

36
**

0.
01

1*
*

0.
12

3
0.

13
9*

*
-0

.3
23

**
*

-0
.4

53
**

*
-0

.2
37

**
(2

.0
53

)
(1

.6
08

)
(2

.2
84

)
(-

2.
83

6)
(-

3.
28

0)
(-

2.
00

9)
(2

.0
57

)
(1

.6
27

)
(2

.2
59

)
(-

2.
85

2)
(-

3.
29

7)
(-

2.
03

1)
Lo

g(
D

en
si

ty
)

0.
01

0
0.

17
2*

1.
68

5
-0

.0
40

-0
.0

47
-0

.0
46

(0
.9

34
)

(1
.7

87
)

(1
.0

55
)

(-
0.

30
3)

(-
0.

27
7)

(-
0.

42
9)

c.
lo

g(
D

en
si

ty
)#

c.
lo

g(
SP

IL
LT

EC
H

)
-0

.0
75

(-
0.

62
6)

c.
lo

g(
D

en
si

ty
)#

c.
lo

g(
SP

IL
LS

IC
)

-0
.0

62
(-

0.
39

2)
lo

g(
Bu

s_
de

ns
it

y)
0.

00
9

0.
15

8*
1.

52
9

-0
.0

37
-0

.0
44

-0
.0

43
(0

.9
34

)
(1

.7
76

)
(1

.0
52

)
(-

0.
30

4)
(-

0.
27

8)
(-

0.
43

0)
c.

lo
g(

Bu
s_

de
ns

it
y)

#c
.lo

g(
SP

IL
LT

EC
H

)
-0

.0
72

(-
0.

66
1)

c.
lo

g(
Bu

s_
de

ns
it

y)
#c

.lo
g(

SP
IL

LS
IC

)
-0

.0
53

(-
0.

37
3)

1-
st

ag
e

F-
te

st
(w

ea
k

id
en

ti
fic

at
io

n)
lo

g(
SP

IL
LT

EC
H

)
10

48
.7

6
10

48
.7

6
11

62
.7

7
57

0.
62

57
0.

62
57

0.
62

10
48

.7
6

10
48

.7
6

11
62

.7
7

57
0.

62
57

0.
62

57
0.

62
lo

g(
SP

IL
LS

IC
)

42
.5

3
42

.5
3

11
5.

43
20

.6
0

20
.6

0
20

.6
0

42
.5

3
42

.5
3

11
5.

43
20

.6
0

20
.6

0
20

.6
0

Lo
g(

D
en

si
ty

)
10

.5
0

10
.5

0
6.

92
12

.8
6

12
.8

6
12

.8
6

c.
lo

g(
D

en
si

ty
)#

c.
lo

g(
SP

IL
LT

EC
H

)
6.

55
c.

lo
g(

D
en

si
ty

)#
c.

lo
g(

SP
IL

LS
IC

)
6.

33
lo

g(
Bu

s_
de

ns
it

y)
12

.3
1

12
.3

1
8.

33
15

.3
9

15
.3

9
15

.3
9

c.
lo

g(
Bu

s_
de

ns
it

y)
#c

.lo
g(

SP
IL

LT
EC

H
)

7.
80

c.
lo

g(
Bu

s_
de

ns
it

y)
#c

.lo
g(

SP
IL

LS
IC

)
7.

54

Jo
in

ts
ig

ni
fic

an
ce

F-
te

st
57

7.
00

57
7.

00
76

.4
7

19
4.

78
19

4.
78

19
4.

78
65

8.
13

65
8.

13
87

.1
2

21
5.

26
21

5.
26

21
5.

26

O
bs

er
va

ti
on

s
4,

18
4

4,
18

4
4,

18
4

1,
66

7
1,

66
7

1,
66

7
4,

18
4

4,
18

4
4,

18
4

1,
66

7
1,

66
7

1,
66

7
R

-s
qu

ar
ed

0.
60

5
0.

89
9

0.
89

9
0.

77
6

0.
75

3
0.

91
6

0.
60

5
0.

90
0

0.
89

9
0.

77
6

0.
75

3
0.

91
6

C
on

tr
ol

s
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Ye

ar
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

In
du

st
ry

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES

72



Ta
bl

e
A

13
:D

es
cr

ip
ti

ve
st

at
is

ti
cs

of
su

bs
am

pl
es

ob
ta

in
ed

by
pa

rt
it

io
ni

ng
th

e
m

ai
n

sa
m

pl
e

by
th

e
pr

es
en

ce
of

pa
te

nt
in

g
un

iv
er

si
ty

.

M
SA

ha
s

pa
te

nt
in

g
un

iv
er

si
ty

N
o

pa
te

nt
in

g
un

iv
er

si
ty

V
ar

ia
bl

e
na

m
e

M
ed

ia
n

M
ea

n
St

d
de

v.
O

bs
.

M
SA

s
M

ed
ia

n
M

ea
n

St
d

de
v.

O
bs

.
M

SA
s

lo
g(

1+
R

&
D

/S
al

es
)

0.
03

0.
08

0.
13

2,
62

2
66

4
0.

04
0.

07
0.

10
2,

40
3

66
4

lo
g(

1+
R

&
D

)
2.

61
2.

71
1.

82
2,

62
2

66
4

2.
95

3.
14

2.
10

2,
40

3
66

4
lo

g(
1+

fN
pa

ts
)

2.
08

2.
43

1.
54

1,
02

1
66

4
2.

20
2.

62
1.

73
94

0
66

4
lo

g(
1+

Tc
w

)
2.

73
3.

00
1.

74
1,

02
1

66
4

2.
82

3.
16

1.
88

94
0

66
4

lo
g(

1+
Ts

m
)

3.
25

3.
60

2.
37

1,
02

1
66

4
3.

22
3.

91
2.

80
94

0
66

4
lo

g(
N

pa
t_

ne
w

)
2.

20
2.

53
1.

64
1,

20
6

66
4

2.
30

2.
81

1.
89

1,
11

7
66

4
N

pa
t_

ne
w

8.
00

74
.8

6
25

8.
78

1,
20

6
66

4
9.

00
15

3.
73

61
4.

68
1,

11
7

66
4

M
V

83
0.

77
6,

11
8.

39
19

,6
18

.1
8

2,
65

5
66

4
90

2.
65

13
,6

47
.4

3
39

,5
67

.2
5

2,
41

9
66

4
A

ss
et

s
52

1.
76

3,
17

2.
91

9,
82

3.
10

2,
65

5
66

4
54

3.
83

7,
47

1.
43

21
,8

08
.4

7
2,

41
9

66
4

A
ge

28
.0

0
32

.5
5

15
.9

5
2,

65
5

66
4

31
.0

0
35

.0
9

16
.4

6
2,

41
9

66
4

R
&

D
12

.6
5

95
.0

6
30

0.
66

2,
62

2
66

4
18

.1
0

19
6.

18
48

2.
37

2,
40

3
66

4
Bl

ev
0.

41
0.

47
0.

68
2,

65
5

66
4

0.
44

0.
48

0.
36

2,
41

9
66

4
Em

p
2.

50
10

.3
3

23
.5

1
2,

65
5

66
4

3.
10

17
.7

6
35

.3
7

2,
41

9
66

4
M

le
v

0.
23

0.
28

0.
20

2,
65

5
66

4
0.

28
0.

31
0.

21
2,

41
9

66
4

A
tg

ro
w

0.
02

0.
05

0.
27

2,
65

5
66

4
0.

02
0.

05
0.

31
2,

41
9

66
4

H
ir

in
g

0.
02

0.
03

0.
18

2,
65

5
66

4
0.

01
0.

03
0.

17
2,

41
9

66
4

R
O

A
0.

05
0.

01
0.

26
2,

65
5

66
4

0.
05

0.
00

0.
26

2,
41

9
66

4
Q

1.
68

2.
01

1.
31

2,
65

5
66

4
1.

62
1.

92
1.

27
2,

41
9

66
4

K
/L

3.
77

3.
81

0.
97

2,
65

5
66

4
3.

69
3.

76
0.

95
2,

41
9

66
4

lo
g(

M
V

)
6.

72
6.

64
2.

20
2,

65
5

66
4

6.
81

6.
88

2.
58

2,
41

9
66

4
lo

g(
A

ge
)

3.
33

3.
36

0.
50

2,
65

5
66

4
3.

43
3.

44
0.

51
2,

41
9

66
4

lo
g(

H
H

I)
0.

23
0.

26
0.

16
2,

65
5

66
4

0.
21

0.
25

0.
16

2,
41

9
66

4
lo

g(
SP

IL
LT

EC
H

)
11

.3
9

11
.1

9
0.

96
2,

65
5

66
4

11
.3

8
11

.3
2

0.
85

2,
41

9
66

4
lo

g(
SP

IL
LS

IC
)

10
.5

8
10

.3
0

1.
52

2,
65

5
66

4
10

.6
6

10
.3

0
1.

62
2,

41
9

66
4

73



Ta
bl

e
A

14
:H

um
an

ca
pi

ta
lv

al
ue

,d
en

si
ty

,a
nd

fir
m

in
no

va
ti

on
–

up
da

te
d

pa
te

nt
co

un
t.

Th
is

ta
bl

e
sh

ow
s

th
e

ef
fe

ct
of

th
e

hu
m

an
ca

pi
ta

lc
ha

ra
c-

te
ri

st
ic

s
in

th
e

ar
ea

on
fir

m
s’

pa
te

nt
in

g
fo

r
th

e
pu

rp
os

e
of

co
m

pa
ri

ng
w

it
h

ba
se

lin
e

an
al

ys
is

of
pa

te
nt

in
g

us
in

g
pa

te
nt

da
ta

fr
om

K
og

an
et

al
.(

20
17

)
in

Ta
bl

e
2-

4

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

L(
N

pa
t_

ne
w

)
L(

N
pa

t_
ne

w
)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

lo
g(

SP
IL

LT
EC

H
)

0.
15

7
0.

16
6*

0.
16

5*
0.

16
6*

0.
06

0
0.

18
4

(1
.5

83
)

(1
.6

81
)

(1
.6

74
)

(1
.6

81
)

(0
.3

55
)

(1
.2

91
)

lo
g(

SP
IL

LS
IC

)
-0

.2
05

*
-0

.1
99

*
-0

.1
95

*
-0

.1
96

*
-0

.2
02

-0
.2

54
**

(-
1.

73
1)

(-
1.

67
1)

(-
1.

66
7)

(-
1.

67
2)

(-
1.

63
5)

(-
2.

07
2)

Ba
ch

el
or

_p
er

c
1.

46
1

(1
.1

48
)

lo
g(

M
ed

_i
nc

)
0.

19
3

(0
.4

80
)

Lo
g(

D
en

si
ty

)
0.

00
7

-0
.0

31
-0

.0
36

(0
.1

01
)

(-
0.

16
3)

(-
0.

19
1)

lo
g(

Bu
s_

de
ns

it
y)

0.
00

4
(0

.0
56

)
PD

I
0.

92
1*

-1
3.

06
3*

*
(1

.9
03

)
(-

2.
19

0)
c.

PD
I#

c.
lo

g(
SP

IL
LT

EC
H

)
1.

35
1*

**
(3

.2
58

)
c.

PD
I#

c.
lo

g(
SP

IL
LS

IC
)

-0
.1

80
(-

0.
52

7)
O

bs
er

va
ti

on
s

2,
11

6
2,

11
6

2,
11

6
2,

11
5

88
8

88
8

R
-s

qu
ar

ed
0.

77
4

0.
77

3
0.

77
3

0.
77

3
0.

80
0

0.
80

4
C

on
tr

ol
s

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Ye
ar

FE
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
Y

ES
In

du
st

ry
FE

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

Y
ES

74


	Introduction
	Literature Review and Hypotheses Development
	Related literature
	Hypotheses

	Data and Variables Construction
	Firm-level data
	Innovation
	Local human capital characteristics
	Sample Overview

	Empirical Tests
	Baseline Empirical Methodology
	Baseline Results
	Human capital value and spillovers
	Human capital density and spillovers
	Human capital value, density, and spillovers
	Discussion of baseline result
	Addressing endogeneity issues

	Conclusion
	Appendix
	Additional Instrumental Variable Tests
	Robustness Check
	Figures


